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CHAPTER

ONE

INTRODUCTORY ASPECTS

1.1 Need for wireless power transfer solutions

Wireless power transfer (WPT) refers to the remote transfer of electrical supply power be-
tween systems separated in space, without resorting to any wired connection. Among the
different technologies enabling WPT, the resonant inductive power transfer (RIPT) [1–5] is
the most popular. Based on the mutual electromagnetic induction between electromagnetic
oscillators, the RIPT requires to convert a significant amount of power at an intermediate fre-
quency (from 1 kHz to 10 MHz, which is intermediate between the well-known 50/60 Hz and
the very high frequencies involved in telecommunications). Therefore, its development has
been dependent on the contemporary technological limitations and restricted to low-power
applications, essentially pertaining to mobile electronic devices. The progressive advances in
the field of power electronics have paved the way for the implementation of RIPT to increas-
ingly energy-greedy applications, with always better performances over the years. High-power
WPT is nowadays a popular and always more trending topic in the electrical power engineer-
ing community, principally in the field of electric vehicles (EVs) battery charging (see Figure
1.1). Furthermore, the upcoming change in paradigm for transportation could be fostered by
the implementation of wireless EVs battery charging.

Figure 1.1: Number of publications on Google Scholar about power inductive electric vehicle
or power contactless electric vehicle (excluding electrical machine research) [6]

1.1.1 From more convenience for electronic mobile devices ...

In the last thirty years, the combined evolutions in the fields of wireless communication and
electronics have fostered the development and the commercialization of manifold mobile de-
vices. Nowadays, mobile devices such as the laptop computer and the mobile phone have
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become two major devices impacting our daily life. This advance has been made possible
thanks to the discover and the development of the wireless transmission of data, whereas data
is the essential raw material to the exploitation of those communication tools. Alongside the
invention of the wireless internet (via the Wi-Fi technology and via the 3G/4G/5G networks)
and of the wireless phone network, the number of wires around us has also decreased with
the implementation of communication protocols for pairing devices together or with acces-
sories (notably via the Bluetooth technology). In this journey towards more convenience and
freedom, it has quickly seemed obvious to the scientific and industrial communities that the
next step would consist in cutting the last chord, which is the supply cable. Moreover, this
initiative becomes even more interesting as the size of the batteries equipping those devices
are more and more lessened for reducing their cost and their impact on the device aesthetics.

Hence, WPT applied to small electronic devices could release the user from the charging
chore as a phone or a computer battery could charge while staying in its owner pocket or in
its carrying bag, respectively. Beyond those convenience purposes which fall within comfort
considerations, WPT can have a real practical purpose for revolutionising the implementation
of given electronic devices. For instance, non-exhaustively, WPT enables the transmission of
energy to implanted medical electronic prostheses without resorting to surgery [7–9] or the
uninterrupted wireless energy supply for sensors networks, paving the way for a significant
step forward in the monitoring sector [10,11].

1.1.2 ... to a major challenge for the current transportation revolution

The automobile industry is currently confronted to the major challenge of adopting a viable
alternative to the use of fossil fuels. As a matter of act, those combustibles cause an im-
portant pollution in terms of fine particles and greenhouse gas emission, whereas the global
petroleum reserves are receding drastically. For illustration purposes, transportation was
responsible for 33.7 % of the world greenhouse gas emissions and 27 % of the world total
petroleum consumption in 2012 [12]. At this rhythm, the end of the classic gasoline automo-
bile is commonly estimated by the horizon 2050. In this context, one of the most sustainable
alternatives consists in resorting to the electrical energy to power our vehicles. Basically, an
EV does not produce any local pollution and does not consume any kind of fossil fuels. The
real environmental challenges are deported on the primary energy employed for the genera-
tion of the electricity powering the EVs and on the technology and the fabrication process
of the batteries equipping EVs (deemed highly contaminant). However, those considerations
lie beyond the scope of this work.

Electricity has already a significant role in the modern transportation sector with the electrifi-
cation of the railway systems which started in the beginning of the 20th century. Nevertheless,
the significantly larger mobility and flexibility pertaining to the automobile prevent the use
of electrified overhead lines like those supplying locomotives. Consequently, modern electric
vehicles embed a battery pack. However, the latter hinders the EV expansion on the con-
sumer market for two main reasons.On the one hand, the cost of the battery is currently
high so that an electric vehicle is more expensive to purchase than its classic counterpart.
However, one can note that this cost issue progressively vanishes as the average battery cost
has drastically fallen from 1,000 $/kWh in 2010 to 227 $/kWh in 2016 and is expected to
decrease under 100 $/kWh by the year 2030 (see Figure 1.2). On the other hand, the energy
density of batteries is very low with only 100 Wh/kg typically, whereas gasoline presents an
energy density of 12,000 Wh/kg [14]. Hence, an EV presents currently a limited autonomy.
Although the electrical energy is available almost everywhere (in contrast with the gasoline),
the charging frequency inconveniences the user, especially because the charging process lasts
from a half-hour (with a 22-kW power rate) to several hours (with a 3.3-kW power rate).
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Figure 1.2: Average battery price forecast (in $ per kWh) [13]

Presently, only a few plug-in charging stations are available. In essence, the connection of a
cable is a procedure which is not more flexible than a gasoline filling, and lasts 10 times more
in the best case. For those reasons, the charging procedures and facilities must be improved,
notably by taking profit of mechanisms which are typically pertaining to electricity for defin-
ing innovative and clever replenishment processes. Hence, the development of infrastructures
is one of the four main keys to enhance the EVs deployment, aside with its cost, its range
and the multiplication of EVs models [15]. The resort to wireless EVs battery charging is
precisely an infrastructural revolution with great potential.

Among the manifold mechanisms for achieving WPT, the RIPT is unanimously recognized
as the most suitable solution for fulfilling the requirements associated with a wireless EVs
battery charging application [4, 14,16–21]. Those requirements consist in ensuring

- a high power transfer capability (at least 3.3 kW, corresponding to a wired charger) ;

- a range compatible with the typical height of a car underseal (tens of cm) ;

- a high efficiency (above 90 %), regarding the prominence of the concerned power level.

Envisioned by Tesla [5,22–24] in the end of the 19th century, the resonant inductive coupling
(which is the core principle for achieving RIPT) is a technique consisting in enhancing the
performances of the classic inductive coupling, negatively affected by a large air gap. To this
end, a capacitor is connected to each winding of an air transformer for building LC oscil-
lators designed to resonate at the same frequency. Hence, driving the system at the latter
frequency improves the interaction between the coupled circuits. Combined with the recent
progress in modern power electronics, it provides performances comparable to those of wired
connections, as shown in Table 1.1.

Wireless charging brings convenience and high flexibility to the replenishment process. The
user just needs to park on a dedicated parking space (for stationary charging) or to drive
on a specifically equipped roadway (for dynamic charging). The adequate combination of
stationary and dynamic charging (consisting in equipping only restricted road portions with
a wireless charger and called the opportunistic charging) is notably interesting for buses,
which have a fixed route with multiple stops (with a charger in each stop). Opportunistic
charging may also be used for charging the vehicles stopped at a road toll or in well-known
road segments subject to traffic jam. In this thesis, the attention is drawn on stationary
charging.
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Type Source Power rate (kW) Efficiency (%)

Conductive
Nissan Leaf 2013 [25] 3.3 85.0
Chevrolet Volt [26] 3.3 89.6

m-pec [27] 6.6 96.0

Wireless

WiTricity WiT3300 [28] 3.3 89.0
Chinthavali et al. [26] 6.6 85.0

Goeldi et al. [29] 22 97.0
Bosshard et al. [30] 50 95.8

Primove 200 [31] 200 90.0

Table 1.1: Comparison of most significant references for conductive and wireless EVs
battery chargers [6]

Technologically speaking, the lack of cable and connector avoids the related deterioration and
maintenance, whereas fostering the charger universality. Without any galvanic connection,
the charging process is safer for the user and becomes practicable outside regardless of the
weather conditions. Moreover, the galvanic insulation of the embedded electronics is achieved
naturally. The RIPT presents very simple transmission terminals which can be integrated
easily in our daily environment without depreciating the urban aestheticism. With an in-
teroperability improved by standards such as those published by the Society for Automobile
Engineers [32] (fixing notably a universal operating frequency at 85 kHz), the charging sta-
tions should proliferate and be integrated in the user’s daily life. The deployment of wireless
charging stations may also improve the EVs access to the grid for serving as domestic stor-
age units for vehicle-to-home (V2H) interactions, or as distribute storage units dear to the
modern distribution network operators for performing vehicle-to-grid (V2G) interactions [33].

However, the implementation of RIPT to high-power applications such as EVs battery charg-
ing raises several challenges pertaining to electrical power engineering, explaining the Univer-
sity of Mons Electrical Power Engineering Unit interest for this topic. The current ongoing
PhD thesis proposes to tackle those challenges, whereas pioneering this new field of research
in the Unit.

1.2 Wireless power transfer techniques

This thesis focuses on the resonant inductive coupling for achieving wireless power transfer.
As it pioneers the research activities in the Electrical Power Engineering Unit of the University
of Mons on this subject, it seems appropriate to clarify the reasons behind the resonant
inductive coupling supremacy in the current landscape of wireless power transfer, which is
reported by a numerous reviews [16–18, 20, 34, 35]. Except from some marginal techniques
with a very specific range of applications such as those using acoustic waves [36] or light
beams [37], the wireless power transfer is mainly achieved by using the remote effects of
electrical charges, pertaining to electromagnetics. Depending on the field region and on the
type of interacting systems, different electromagnetic effects prevail and enable as much WPT
mechanisms. In the far-field region, the electric and magnetic fields are strongly coupled and
are consequently assimilated to a self-propagating electromagnetic wave. Wave phenomena
occur and lead to a power transmission. In the near-field region, the electric and magnetic
fields are weakly bound and one is dominating the other depending mainly on the shape
of the interacting conductors. Flat plane conductors tend to generate a strong electric field,
yielding electric interaction opportunities, while wound conductors tends to generate a strong
magnetic field, yielding magnetic interaction opportunities. In both cases, those interaction
opportunities enable a transfer of power.
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1.2.1 Microwave power transfer

Electromagnetic waves are capable to carry energy even in the total vacuum, as demonstrated
by J. H. Poynting [38]. Consequently, they have been - and still are - widely employed for the
wireless transmission of information. However, the significant decrease of the power density
arising from the conventional omnidirectional emissions of electromagnetic waves is irrelevant
in the framework of WPT. Though, the technological advances have fostered the rise of the
achievable wave frequency, reaching the microwaves range (presenting a frequency from 300
MHz to 300 GHz). With wavelength falling within the order of the meter, microwaves allow
the conception of practicable wave concentration facilities. Once concentrated in a beam, the
microwaves are almost preserved from power density decrease and can be used for performing
microwave power transfer (MPT) [39–43]. Fostered by the flourishing researches in radar and
telecommunications during the World War II and the Cold War in the 1960s, Brown et al.
have first proceeded to successful experiments for a progressively high-power transfer (from
a few W to tens of kW) with an interesting efficiency (above 50 %) on distances of several
km (see Figure 1.3). Still, the interacting systems (i.e. a magnetron on the transmission side
and a rectifying antenna, or rectenna, array on the receiving side) display a high complexity
which hinders the MPT implementation for domestic and industrial applications. Moreover,
the latter implementation is complicated by the quasi-perfect and clear line-of-sight align-
ment required between the transmitting and the receiving devices. These devices are not
interchangeable and bidirectional power transfer is thus not possible. Finally, the hazardous
nature of such high-power microwaves emissions is not compatible with a wide public appli-
cation. Therefore, the MPT has mainly been limited to very specific (essentially military)
applications.

Figure 1.3: MPT demonstration over 1.54 km (largest ground-to-ground transmission) at
the Venus Site of the JPL Goldstone Facility [40]

1.2.2 Capacitive power transfer

Two nearby conducting plates form a capacitor and can interact via a common time-varying
electric field for establishing a displacement current which can lead to a power transfer.
When the plates are submitted to a potential difference (i.e. a voltage), electric influence
occurs so that the plate with the highest potential is positively charged and the other is
negatively charged. Though, the total amount of charge remains constant. When the plates
are submitted to an alternative voltage, the charge are moving back and forth, yielding a
displacement current from one plate to the other without any galvanic connection. This is
the fundamental principle of the capacitive power transfer (CPT) [44–51]. A typical CPT
system (see Figure1.4) comprises two pairs of plates forming two capacitors, one coupling the
positive terminals of the power supply and of the load and the other coupling their negative
terminals. The CPT principle has been envisioned by Tesla [22] and has been reconsidered in
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the mid-2000s for high-frequency (several MHz), low-power (from a few to tens of W) and low-
range (a few cm) power transfer destined to small electronic devices [44–46]. The CPT has
been gaining popularity since then, notably thanks to improvements in its implementation.
Hence, impedance compensation techniques (consisting in the establishment of a resonant
operation by connecting inductances to the interacting plates) recently permitted to perform
high-power transfer (from 1 kW to 2 kW) with an efficiency up to 90 % for ranges circa 15
cm [47–49]. In comparison with MPT, the CPT resorts to relatively simple facilities (i.e.,
a power supply, well-designed plates and a rectifier) and is based on elementary electrical
principles. Nevertheless, efficient CPT systems require operating frequencies belonging to
the MHz-range, which limit the attainable power range due to the consecutive constraints
peculiar to the electronic power supply. However, since the electric field is naturally confined
between the coupling plates, the CPT systems produce low electromagnetic interferences
(EMI) in comparison with the inductive techniques, where the magnetic field spreads in the
surrounding air in absence of magnetic shielding.

Figure 1.4: Schematic of a typical compensated capacitive power transfer system

1.2.3 Inductive power transfer

Two wound conductors placed nearby (called the primary and the secondary, respectively)
and crossed by alternative currents (ip and is, respectively) tend to interact via the magnetic
field. According to the Ampère’s law, each winding generates a time-varying contribution to
the ambient magnetic field. Based on the electromagnetic induction phenomenon described
by Faraday, a changing magnetic field induces in any closed conductor (or turn) an electro-
motive force, equal to the variation rate of the magnetic flux the latter conductor embraces.
Hence, each conductor proceeds to self-induction, but also to mutual induction in the other
conductor. As a result, the circuits comprising the windings are remotely coupled and en-
ergy can be transferred from one side to the other, without any galvanic connection. In
absence of magnetic saturation (e.g. in the air), the magnetic flux generated by each con-
ductor is directly proportional to their respective current via the primary and the secondary
self-inductance coefficient Lp and Ls. The resulting mutual magnetic flux is associated with
a mutual inductance coefficient M relating the induced electromotive force in each conductor
to the variation in current in the other. The voltage vp and vs across the primary and the
secondary windings, respectively, are given by

vp = Rpip + Lp
dip
dt

+M
dis
dt

(1.1)

vs = Rsis + Ls
dis
dt

+M
dip
dt

(1.2)

(1.3)
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where Rp and Rs are the equivalent parasitic resistances of the primary and the secondary
windings, respectively. In the frequency domain, one has

Vp = RpIp + jωLpIp + jωM Is (1.4)

Vs = RsIs + jωLsIs + jωM Ip (1.5)

where j is the imaginary unit (i.e., j =
√
−1), ω is the operating angular frequency and each

quantity marked with an underbar represents the phasor of the related time-domain quan-
tity. Consequently, the equivalent circuit of two inductively coupled windings is represented
in Figure 1.5a, which is commonly simplified in the circuit presented in Figure 1.5b.

(a)

(b)

Figure 1.5: Equivalent circuits for inductively coupled conductors

Well-known and widely employed in electrical engineering, the inductive coupling is a simple
mechanism, naturally bidirectional, tolerant to movement, with interesting performances for
frequencies starting from 10 kHz and particularly efficient when the coupling between the
windings (quantified by the mutual inductance) is tight. As a consequence, the magnetic
coupling has been envisioned for transferring power between two circuits without any galvanic
connection, yielding inductive power transfer (IPT). A typical IPT system is represented in
Figure 1.6. For guaranteeing a tight coupling between the transmitter and the receiver coils,
the IPT is implemented for supply power without a galvanic connection (i.e., without wire),
but with a contact between the transmitting and the receiving devices. Hence, IPT has been
applied for the charging of EVs battery by considering a receiving coil that can be inserted
in a splitable transformer [52] or by using inductive pads [17]. A purely inductive standard
destined to the in-contact charging of small electronic devices (called the Qi standard) has also
been published and is currently extremely popular for the transmission of 5 W at frequencies
ranging from 110 to 205 kHz [53]. For wireless and contactless power transfer, the consecutive
loose coupling rises drastic limitations in the performances of the inductive link. These
limitations are discussed hereafter.

Highlight of the limitations impacting loosely coupled windings

The dynamics of inductively coupled windings is not trivial. However, a global and physical
approach of the energy exchanges in and between inductively coupled circuits permits to
understand the limitations on the performances (in terms of power transfer capability and
transfer efficiency) impacting loosely coupled windings.
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Figure 1.6: Schematic of a typical inductive power transfer system

The windings self-inductance coefficients Lp and Ls are the circuital representations of the
energy storages that occur in the coupled windings system and are crucial in the concept of
resonant inductive coupling, as discussed hereafter. These energy storages can be segregated
in two different complementary contributions, namely the magnetizing contribution and the
leakage contribution. The magnetizing energy consists in the energy which is stored by the
windings in the magnetic field for establishing the mutual magnetic flux at the origin of the
inductive coupling. The leakage energy corresponds to the energy which is stored by the
windings in the magnetic field which does not contribute to the inductive coupling.

In an ideal transformer, these energy storages are cancelled by canalizing the entire magnetic
flux from one winding to the other with a magnetic core (i.e., a physical channel made of
a material highly permeable to the magnetic flux) presented an infinite permeability. Since
the entire flux links both windings, the leakage phenomenon and the related energy storage
are non-existent and since the magnetic core is infinitely permeable to the magnetic flux,
the magnetizing energy is null. In usual transformers, these energy storages are minimized
by using a magnetic core presenting a sufficiently high magnetic permeability in comparison
with the ambient air. Therefore, the usual transformers are tightly coupled and the power
transfer capability is high as the instantaneous power furnished to the primary winding is
directly transmitted to the secondary and vice versa. Nevertheless, such implementation is
not relevant with a convenient and effective framework for wireless power transfer, where the
windings must be necessarily separated by free-space.

Figure 1.7: Schematic fields lines associated with inductively coupled inductors

When the free-space between the primary and the secondary windings increases, more and
more field lines are closing on each winding without interlinking with the other (as schema-
tized on Figure 1.7), yielding a significant leakage phenomenon. The related magnetic fluxes
(called leakage fluxes) do not contribute to the coupling and the energy related to these
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fluxes is alternatively invested in the field by each side and recovered by the same side by
self-induction. As a consequence, the leakage phenomenon delays the flow of an increasing
portion of the energy transiting through the system as the coupling decreases, yielding an
increasing reactive loading on each side of the circuit, and thus to a surging reactive power
consumption. Concomitantly, the magnetizing energy is decreasing and progressively invested
in the leakage fluxes. Without constituting per se an actual loss, the leakage phenomenon
and the related energy storages are restraining drastically the power transfer capability of
loosely coupled windings. In practice, the windings (and the component connected to the
latter) present a parasitic resistance dissipating a portion of the transferred power, but also
a portion of the energy exchanged with the magnetic field without participating to the power
transmission. As a result, a loose coupling causes also a degradation of the transfer efficiency.
For achieving practicable power transfer capability, either the current in the windings or the
operating frequency could be increased, but both solutions lead to a consequent rise of the
resistive losses, with an even lower efficiency.

By defining the fictive leakage inductances lp and ls associated respectively with the primary
and the secondary leakage fluxes, the mutual inductance can be expressed as [54]

M =
√

(Lp − lp) (Ls − ls) (1.6)

Conventionally, the strength of the coupling between two windings is evaluated by the nor-
malized coupling coefficient k, which is the ratio between the effective mutual inductance M
and its theoretical value in absence of leakage phenomenon. One has

k =
M√
LpLs

(1.7)

For wireless power transfer applications, the coupling coefficient is typically smaller than 20
%. The simplicity of the principle behind inductive coupling as well as its easy practical
implementation plead for its usage as an interesting option for achieving wireless power
transfer. Therefore, the scientific and industrial communities have focused on improving the
inductive transfer performances by resorting to the concept of electrical resonance for laying
the foundation of resonant inductive power transfer.

1.2.4 Resonant inductive power transfer

The idea behind the resonant inductive coupling is attributed to Nikola Tesla [23,24,55] and
consists in associating the self-inductance of two coupled windings with adequate capacitances
for enabling a resonant operation. Presenting unique physical and circuital features, such an
operation allows to achieve high-performance inductive wireless power transfer despite loosely
coupled windings.

Concept of electrical resonance

A pure inductive component is characterized by a voltage which is proportional to the time
variation of the current passing through it. Such component is capable to store in the mag-
netic field an energy which is proportional to the square of the current. In contrast, a pure
capacitive component is characterized by a current proportional to the time variation of the
voltage across it. Such a component is capable to store in the electric field an energy which is
proportional to the square of the voltage. As a consequence, an arrangement of two or more
reactive components (with at least one inductor and one capacitor) manifests an oscillatory
behavior due to the complementarity in the energy storages between inductive and capacitive
components. In the frequency domain, an oscillatory circuit is associated to one (or more,
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depending on the number of the interconnected reactive components) specific angular fre-
quency at which the energy exchanges in the latter circuit are perfectly synchronized so that
its reactance is zero. Operating at this specific frequency, the oscillatory circuit demonstrates
an exceptional behavior pertaining to electrical resonance. Hereafter, we consider the two
most basic configurations for establishing an electrical resonance, namely the series and the
parallel connections of an inductance L and a capacitance C (see Figure 1.8).

(a) (b)

Figure 1.8: Equivalent circuit for an (a) LC-series oscillator and (b) LC-parallel oscillator

LC-series resonance The series connection of an inductance L and a capacitance C im-
plies that both are crossed by the same current. Considering a common sinusoidal current
(denoted i), the inductance voltage vL and the capacitance voltage vc are in phase-opposition.
As a result, when the inductance stores energy in its magnetic field (i.e. when the product of
vL and i is positive), the capacitance recovers energy from its electric field (since the product
of vC and i is negative) and vice versa. The corresponding circuit branch presents therefore
an oscillatory behavior as the energy can flow back and forth between the electric field, the
magnetic field and the source. As the inductance and capacitance voltages are related to the
current via a time-variation rate, one can define a particular angular frequency ω0 at which
the exact energy recovered from the electric field is directly invested in the magnetic field
and vice versa, corresponding to a resonant operation. In the frequency domain, the energies
EL and EC alternatively stored in each field are given respectively by

EL =
1

2
LI2 and EC =

1

2
CV 2

c =
1

2

I2

ω2C
(1.8)

where I is the root-mean-square (RMS) value of the current crossing both the inductance
and the capacitance, ω is the angular operating frequency and Vc is the RMS value of the
capacitance voltage. Accordingly, these quantities are identical when the operating angular
frequency ω of the circuit is equal to

ω =
1√
LC

= ω0 (1.9)

At this resonant frequency, the reactive energy flows between the inductance and the capac-
itance are perfectly synchronized and are therefore confined within the LC-series branch.

From a physical point of view, such a circuit is a resonating oscillator analogous to a pendu-
lum in mechanics, storing energy alternatively in kinetic and potential forms. Theoretically,
exciting an LC-series branch at its self-resonant frequency results in infinite current oscilla-
tions which are in practice damped by the inherent parasitic resistances in the circuit.

From a circuital point of view, one can verify that the reactances associated with the in-
ductance XL and with the capacitance XC - representing the components tendency to store
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energy - are logically equal but from opposite sign, and cancel logically each other out as
follows

XL = ω0L =
1

ω0C
= XC (1.10)

Leaving the parasitic resistances aside, the branch presents a null impedance and behaves
as a short-circuit. The reactive power consumed by the LC-series branch is null and the
inductance and the capacitance are said to compensate each other.

LC-parallel resonance The parallel connection of an inductance L and a capacitance C
implies that both are submitted to the same voltage. Considering a sinusoidal voltage (de-
noted v), the inductance current iL and the capacitance current ic are in phase-opposition.
Therefore and similarly to the LC-series case, the respective energy storages are complemen-
tary. In the frequency domain, the energies EL and EC alternatively stored in each field are
given respectively by

EL =
1

2
LI2

L =
1

2

V 2

ω2L
and EC =

1

2
CV 2 (1.11)

where IL is the RMS value of the inductance current and V is the RMS value of the voltage
across both the inductance and the capacitance. One can observe that the parallel self-
resonant frequency is equal to the series resonant frequency. At the self-resonant frequency,
the reactive energy flows between the inductance and the capacitance are also perfectly syn-
chronized and confined in the LC-parallel mesh.

From a physical point of view, such a circuit is also a resonating oscillator. Supplied at its
self-resonant frequency, the LC-parallel mesh produces virtually infinite voltage oscillations
which are anew damped in practice by the parasitic resistances in the circuit.

From a circuital point of view, the susceptances associated with the inductance BL and with
the capacitance BC are equal but opposite from sign and cancel each other out, as

YL =
1

ω0L
= ω0C = YC (1.12)

In this case, leaving the parasitic resistances aside, the mesh presents a null admittance and
behaves as an open-circuit. The reactive power consumed by the LC-parallel mesh is also
null and the inductance and the capacitance are here also compensating each other.

Implementation to inductively coupled windings

In the light of the foregoing, one can envision a potential solution to mitigate the detrimental
energy storages occurring in coupled windings. By connecting an adequate capacitance to
each coupled circuit, the latter can resonate with the corresponding winding at the operating
frequency of the system. The local energy storages and the consecutive reactance are hence
compensated by the capacitance and the power transfer capability of the system is theoreti-
cally infinite, despite the loose magnetic coupling. This type of operation leads to an original
way to implement the inductive power transfer, namely RIPT. A typical RIPT system is
represented schematically on Figure 1.9.

One has to note that the aforementioned physical and circuital points of view are two different
but equivalent manners to describe the same phenomena and principles. As a consequence,
each vision has been employed for pioneering the development of different descriptions of
the RIPT. The physical vision has led to the proposition of the strongly coupled magnetic
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Figure 1.9: Schematic of a typical resonant inductive power transfer system

resonance technique, whereas the circuital vision has led to the proposition of the induc-
tively coupled power transfer technique. These approaches and their respective purposes are
described hereafter.

Strongly coupled magnetic resonance

Kurs et al. from the Massachusetts Institute of Technology have generated the current RIPT
popularity by publishing an article in Science in 2007, on a technology called strongly coupled
magnetic resonance (SCMR) [2]. The tremendous impact of this paper (it records currently
5000 citations1, including more than 300 from patents) has hidden the previous works and a
common misconception in the academia consists in assigning to its authors the paternity of
the resonant inductive concept. Actually, this contribution presented an alternative approach
for addressing RIPT. Focused on a relatively low-power application (which is adapted for the
supply of electronic devices), the proposed system can operate at a frequency level in the order
of the MHz. At such high frequencies, the oscillatory behavior of the LC circuits primes on
the circuital aspects. By ignoring the circuital concerns and assimilating the interacting
circuits to coupled oscillators (described physically in terms of energy exchanges), Kurs et al.
employed the coupled-mode theory [56] to demonstrate that the interaction between those
oscillators is enhanced by a common resonant state of operation. Moreover, they stipulate
that, as an oscillatory phenomenon, the SCMR is not affected by the surrounding materials,
which are not excited at the circuit frequency. As a consequence, in contrast with conventional
radiating mechanisms, the SCMR seems to channel the energy from the source to the load.
Finally and more practically, an experimental validation of the proposed methodology has
been conducted and resulted in the transfer of 60 W to 2 m (more than three times the
diameter of the employed windings) with an efficiency around 40 %. A picture of the latter
prototype is presented in Figure 1.10.

Figure 1.10: Picture of the SCMR prototype built by Kurs et al. [57]

1According to Google Scholar
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Inductively coupled power transfer

A team from the University of Auckland has pioneered in the mid-1990s the development
of the resonant inductive coupling destined to energy-greedy applications, with a specific
focus on EVs [1, 19, 58–61]. Given the contemporary power electronics state of the art and
since the transfer of several kW is considered, the investigated operating frequencies are in
the kHz-range. This research team designated this technology as the inductively coupled
power transfer (ICPT). From their electrical engineer’s point of view, the resonant inductive
coupling answers to power conversion concerns, as the inclusion of a capacitor on each side
of a loosely coupled transformer ensures the compensation of the reactive power

- on the secondary for eliminating the secondary winding reactance and enabling hence
an ideal and virtual infinite power transfer capability ;

- on the primary for eliminating the primary winding reactance and eventually the reac-
tive load reflected from the secondary (despite of its own compensation) for decreasing
the volt-ampere rating of the power converter supplying the system.

These features permit to mitigate the detrimental effects of a loose inductive coupling and
enable transfer performances which are comparable to classical wired connections, as de-
picted in Table 1.1. Moreover, the resonant inductive circuit is employed as a resonant tank
network transforming the supply power converter into a resonant converter. Such converters
are characterized by an oscillating output current (in the case of a voltage-source converter)
or output voltage (in the case of a current-source converter) which enables the possibility
to decrease the switching losses by performing soft switching. A synergy exists therefore
between the resonant inductive circuit and the surrounding power converter, as the former
requires the latter to convert high-power with a high switching frequency for ensuring an
effective transfer and the latter requires the former for achieving soft switching and allowing
such a conversion. The soft-switching possibilities offered by a RIPT system employed as a
resonant tank network are briefly discussed in Chapter 5 of this thesis. One can note that
earlier or concomitantly to the first developments of ICPT, some contributions had already
considered to establish a resonant operation in an inductive EV charger for achieving soft
switching in the supply converter, without referring to the RIPT and its particular features
as a wireless power transfer mechanisms [62–64].

Although addressed differently, Kiani et al. have demonstrated that the features highlighted
by both the ICPT and the SCMR approaches are two visions of the same operating mode,
pertaining to RIPT [65]. Different effects prevail in each case, depending notably on the
operating frequency level and therefore on the targeted applications, since the power level
must comply with the switching frequencies afforded by the contemporary semiconductors
components. The study pursued in this thesis, with a focus on energy-greedy applications, will
be based on the ICPT vision. Nevertheless, the different tools and methodologies developed
in the following can be applied as well to high-frequency/low-power applications, falling more
within the SCMR vision of the resonant inductive technology.

1.3 Circuit analysis of the resonant inductive power transfer

Before clarifying the objectives of this thesis in the light of the concepts raised in this chapter,
a circuit analysis of the RIPT is proposed in this section. For simplicity purposes, the
frequency-domain equivalent circuits of the different RIPT topologies are employed, where
the power supply is replaced by an ideal AC voltage source Vac, and the cascade of the
secondary rectifier (with an eventual additional DC-DC converter) and the load is replaced
by an equivalent load resistance RL.
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1.3.1 Compensation topologies

As mentioned previously, the self-inductance of a winding can be compensated by connecting
a capacitor to the latter, either in series or in parallel. Considering two coupled windings, the
different arrangement possibilities define the four basic compensation topologies represented
on Figure 1.11, which are the series-series (SS), the series-parallel (SP), the parallel-series (PS)
and the parallel-parallel (PP) topologies. More sophisticated topologies have been proposed
in the literature, but these four are the most commonly employed.

(a) (b)

(c) (d)

Figure 1.11: Four elementary compensation topologies

Going from the load to the power supply, the circuital analysis of the secondary and the pri-
mary compensations are successively considered hereunder. For emphasizing on the reactive
feature of each compensation in an easily readable way, the parasitic resistances are neglected
in this compensations analysis.

Secondary compensation The compensation of the secondary winding transforms the
resonant WPT device in a voltage source (in the case of a series compensation) or in a current
source (in the case of a parallel compensation) driven by the primary current. For demonstrat-
ing this feature, one can consider the Thevenin’s equivalent circuit of a series-compensated
secondary and the Norton’s equivalent circuit of a parallel-compensated secondary (see Figure
1.12).

(a) (b)

Figure 1.12: Equivalent circuit of a (a) series- and a (b) parallel-compensated secondary

At the secondary self-resonant frequency (i.e., when ω = 1/
√
LsCs), the LC-series branch in

the series-compensated secondary behaves as a short-circuit and the load is directly connected
to a voltage source delivering the secondary open-circuit voltage. In similar conditions, the
LC-parallel mesh in the parallel-compensated secondary behaves as an open-circuit and the
load is directly connected to a current source delivering the secondary short-circuit current.
Theoretically, the corresponding power transfer capability is therefore infinite. In practice,
the circuit components parasitic resistances limit the power transfer capability to a finite, but
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high value depending on the primary current. Tackled further in this section, the analysis of
the transmission efficiency demonstrates moreover that the secondary compensation allows
to maximize the efficiency of the resonant inductive system.

Primary compensation The primary compensation aims to minimize the volt-ampere
rating of the supply power converter by cancelling the reactance and hence the reactive power
consumed by the entire system, while the latter is operated at the secondary self-resonant fre-
quency ω0 = 1/

√
LsCs. This is achieved by cancelling the imaginary part of the whole circuit

input impedance for ensuring a zero phase angle (ZPA) between the voltage and the current
delivered by the supply power converter. Therefore, the primary capacitor must not only
compensate the primary winding self-inductance, but also the eventual reactance reflected
from the secondary. Even operated at its self-resonant frequency, a parallel-compensated
secondary produces a non-zero reflected reactance in the primary circuit. A simple way for
investigating the primary compensation is the resort to the reflected impedance Zr from the
secondary to the primary (see Figure 1.13) [60].

(a) (b)

Figure 1.13: Equivalent circuit of a (a) series- and a (b) parallel-compensated primary

The reflected impedance Zr from the secondary to the primary, coupled via a mutual induc-
tance M is given by

Zr =
ω2M2

Zs
(1.13)

where Zs is the equivalent secondary impedance seen from the terminals of the induced
electromotive force, expressed by

Zs = jωLs +
1

jωCs
+RL for a series-compensated secondary (1.14)

Zs = jωLs +
RL

1 + jωCsRL
for a parallel-compensated secondary (1.15)

One can note in (1.14) the reflected reactance Im(Zr) is zero for ω = ω0 = 1/
√
LsCs, but not

for parallel-compensated secondary (see expression (1.15)). The mathematical development
of the expressions for the primary capacitance Cp ensuring the ZPA-operation of the supply
power converter has been conducted in [60] for the four conventional topologies, which are

Cp =
1

ω2Lp
for a the SS topology (1.16)

Cp =
1

ω2
0(Lp −M2/Ls)

for the SP topology (1.17)

Cp =
Lp(

ω2
0M

2/RL
)2

+ ω2
0Lp

for the PS topology (1.18)

Cp =

(
Lp −M2/Ls

)
(RLM2/L2

s)
2 + ω2

0 (Lp −M2/Ls)
2 for the PP topology (1.19)
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One can observe that the primary capacitance Cp is

- independent from the coupling and from the load for an SS topology ;

- dependent from the coupling and independent from the load for an SP topology ;

- dependent from the coupling and from the load for PS and PP topologies.

Except for the SS topology, the primary capacitance Cp should vary according to possible
changes in the coupling (impacting M), and/or in the loading conditions (impacting RL).
However, the terms which represent this (these) dependence(s) are proportional to the square
of the coupling coefficient k. Consequently, the variability of the required primary capacitance
is a necessary concern in practice only for coupling coefficient higher than 0.2 [61]. For weaker
coupling coefficient values, the constant primary capacitance Cp designed for the primary to
share a common self-resonant frequency with the secondary (i.e., such that 1/

√
LpCp =

ω0 = 1/
√
LsCs) ensures an efficient compensation and the ZPA-operation at the output of

the supply converter.

1.3.2 Frequency-splitting phenomenon

Both the inductive coupling and the resonance mechanisms are strongly associated with the
alternative nature of the current and consecutively to the frequency. As a consequence, some
unique effects in relation with the windings coupling occur in the frequency domain. Notably,
the frequency-splitting (also called bifurcation) phenomenon is a specific characteristic dis-
played by resonant coupled windings. Here, the latter is firstly addressed qualitatively based
on an intuitive physical description and is further analyzed mathematically in the case of an
SS-compensated resonant inductive system.

Let us consider two coupled windings, each compensated by a capacitance such that both cou-
pled circuits share a common self-resonant frequency. When the inductive link is weak, each
circuit is operating almost independently from the other. The entire system operation can
be considered as the simple superposition of each oscillator self-operation. As a consequence,
the global resonant effects appear at their common self-resonant frequency and the resonant
inductive system is said to be under-coupled. However, when the coupling strengthens, both
circuits are becoming less independent from each other, and tend to form a full-fledged system
of a higher order, with thus its own specific functioning. Such a system is said to be over-
coupled. Its operation in the frequency domain is characterized by the combination of several
elementary oscillators (similarly to two pendulums attached by a stiff spring in mechanics)
and presents therefore multiple eigenmodes. As a result, the effective resonant frequency is
duplicated in two modes, corresponding respectively to a frequency smaller and a frequency
greater than the self-resonant. The more the inductive coupling increases, the more these
additional frequencies distance themselves from the self-resonant one, explaining the origin of
the phenomenon name (as the new resonant frequencies seem to split from the self-resonant
one).

The latter qualitative interpretation is based on the physical vision of the coupled-resonance
phenomenon, which is more intuitive. The quantitative analysis of the bifurcation phe-
nomenon - keeping this physical point of view - would require to employ coupled-mode the-
ory, which is nonetheless cumbersome. However, as demonstrated repeatedly in this chapter,
each phenomenon can be observed with an equivalent circuital point of view. Notably, the
frequency splitting phenomenon can be analyzed quantitatively by determining the frequen-
cies at which the imaginary part of the resonant inductive system input impedance Zi (as
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seen from the supply power converter) is cancelled, with respect to the circuit parameters.
Hagiwara has achieved such analysis for the SS topology, of which the conclusions are pre-
sented hereafter for illustration purpose [66]. One can notice that a similar development
for topologies involving at least one parallel compensation becomes highly cumbersome and
requires numerical techniques for computing the resonant frequencies. Leaving out of the
context of this thesis, such developments are not pursued here, but one has to keep in mind
that the frequency splitting phenomenon affects any compensation topology.

The imaginary part of the input reactance of the SS-compensated RIPT system represented
in Figure 1.11a is given by [66]

Im(Zi) =

(
ω2

ω2
0

− 1

)
·
(

1− k2

ω4
0

ω4 +

[
C2
s (Rs +RL)2 − 2

ω0

]
ω2 + 1

)
(1.20)

where ω0 = 1/
√
LpCp = 1/

√
LsCs. This expression is potentially cancelled for six different

values of ω, but only the three positive values are realistic given the physical sense of ω. The
first factor in (1.20) is cancelled systematically for ω = ω0. The second factor presents two
positive solutions (leading to a frequency splitting) when[

C2
s (Rs +RL)2 − 2

ω0

]
< 0 and

[
C2
s (Rs +RL)2 − 2

ω0

]2

− 4

(
1− k2

ω4
0

)
> 0 (1.21)

which corresponds to two conditions relative respectively to the load RL and the coupling
coefficient k, with

RL <

√
2Ls
Cs
−Rs and k >

√
1−

(
Cs(Rs +RL)2

2Ls
− 1

)2

(1.22)

In this situation, the solution ω = ω0 is an anti-resonance and the solutions yielded by the
second factor of (1.20) are the additional resonances pertaining to the frequency splitting
phenomenon. One may notice from conditions (1.22) that the load is also impacting the
splitting phenomenon. As a matter of fact, a high load causes a small reflected load on the
primary side and participates to the decoupling of the oscillators operations. Nevertheless,
the load is fixed by the application in most cases so that the frequency splitting is essentially
considered as dependent of the coupling. When the system is over-coupled, the two additional
resonant frequencies are respectively given by

ω1 =

√√√√√√√−
[
C2
s (Rs +RL)2 − 2

ω0

]
+

√[
C2
s (Rs +RL)2 − 2

ω0

]2
− 4

(
1−k2

ω4
0

)
2
[
C2
s (Rs +RL)2 − 2

ω0

]2
− 8

(
1−k2

ω4
0

) (1.23)

ω2 =

√√√√√√√−
[
C2
s (Rs +RL)2 − 2

ω0

]
−
√[

C2
s (Rs +RL)2 − 2

ω0

]2
− 4

(
1−k2

ω4
0

)
2
[
C2
s (Rs +RL)2 − 2

ω0

]2
− 8

(
1−k2

ω4
0

) (1.24)

As an illustration example, the phenomenon is demonstrated on a test-case from [5] (present-
ing a self-resonant frequency f0 = ω0/2π = 1 MHz) by depicting on Figure 1.14a the ratio
between the voltage across the load and the voltage supplied by the source power converter,
as a function of the coupling coefficient and the operating frequency f = ω/2π. The solutions
(1.23) and (1.24) are superposed on the figure and the evolution of the phase of the system
input impedance is shown in Figure 1.14b for various values of the coupling coefficient k.
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Figure 1.14: Frequency splitting in (a) the ratio between the load and the source voltages
and (b) the input impedance phase

One can notice that the allure displayed by the voltage ratio in Figure 1.14a is also the
allure of the output power (which is proportional to the square of the load voltage). The
frequency splitting is therefore a key-phenomenon for applications seeking to maximize the
transferred power, which are mainly low-power applications prioritizing the output power
against the efficiency (given the smallness of the absolute losses). The adaptation of the
operating frequency is accordingly required for fulfilling the power maximization objective.
As the applicative framework of this thesis is focused on energy-greedy applications, our at-
tention is drawn on the maximization of the power efficiency rather than the maximization
of the output power. As evinced by Figure 1.15 for the same test-case, the power efficiency
is not impacted by the splitting phenomenon and is always maximal for an operating fre-
quency corresponding to the oscillators self-resonant frequency (as shown in the next section).
As a result, an operation of the RIPT systems at the oscillators self-resonant frequency is
considered in the following.
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Figure 1.15: Evolution of the efficiency as a function of the operating frequency and of the
coupling coefficient

1.3.3 Analysis of the transfer efficiency

The power efficiency can be defined as the ratio between the power consumed by the load on
the latter power to which one adds the Joules losses occurring in the primary and secondary

23



parasitic resistances. One has

η =
RLI

2
s

RpI2
p +RsI2

s +RLI2
s

(1.25)

where Ip and Is are the RMS value of the primary and the secondary current, respectively.
By applying the Kirchhoff’s voltage law to the secondary circuit, the respective currents can
be eliminated from the power efficiency expression since

jωM Ip = −(Rs + jωLs + 1/jωCs +RL) Is (1.26)

= −(Rs +RL + jXs) Is with Xs = ωLs − 1/ωCs (1.27)

and the RMS value of the primary and the secondary current can be related as

Ip =

√
(Rs +RL)2 +X2

s

ωM
Is (1.28)

By introducing (1.28) in the expression (1.25), the power efficiency becomes independent
from the currents and is expressed as

η =
RL

Rp
(Rs+RL)2+X2

s
ω2M2 +Rs +RL

(1.29)

From expression (1.29), the beneficial effect of the secondary compensation on the transfer
efficiency is proven as the cancellation of the secondary reactanceXs ensures the maximization
of the efficiency for a given set of circuit parameters. Assuming the resonant operation of the
secondary (i.e. Xs = 0), the efficiency is given by

η =
RL

Rp
(Rs+RL)2

ω2M2 +Rs +RL
(1.30)

One can observe that the efficiency depends on parameters which can be segregated in two
categories, which are the lumped parameters of the transmission circuit (i.e. the parasitic re-
sistances Rp and Rs as well as the mutual inductance M) intrinsically imposed by the design
of the windings and the apparent load resistance RL potentially scalable via the adequate
control of the power converter interfacing the secondary circuit with the actual load. For its
part, the operating angular frequency ω is not an intrinsic parameter describing the wind-
ings, but the variation of the operating frequency as a control parameter is discussed and
overruled in Chapter 6, dedicated to the optimal control of RIPT system. As a consequence,
the operating frequency is supposed to be imposed by the targeted application.

The maximization of the efficiency requires therefore two types of efforts from the designer
of a RIPT system, namely

- the establishment of an optimal control of the power transfer corresponding to the impo-
sition of an optimal apparent load resistance RL using the power converters surrounding
the transmission system ;

- the optimal design of the inductively coupled windings.

Optimal apparent load resistance and maximum achievable efficiency

Since the apparent load resistance RL is an adjustable parameter during the system operation
whereas the windings lumped parameters are imposed by the design, the optimal value of the
apparent load RoptL is determined and assumed to be achieved prior to address the optimal
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design of the coupled windings. Hence, for obtaining the maximum power efficiency from a
given transmission system, the apparent load resistance must meet its optimal value RoptL ,
defined so that

∂η

∂RL
(RoptL ) = 0 and

∂2η

∂R2
L

(RoptL ) < 0 (1.31)

Solving analytically the problem (1.31) leads to

RoptL = Rs

√
1 +

ω2M2

RpRs
(1.32)

By operating the system in order to ensure an optimal apparent load resistance RoptL , the
power efficiency depends only on the lumped parameters of the windings, which are imposed
physically by their respective geometries and their relative position. The corresponding
efficiency is accordingly designated in this thesis as the system maximum achievable efficiency,
denoted ηmax and obtained by introducing (1.32) in (1.30), yielding

ηmax =
ω2M2

RpRs

(
1 +

√
1 + ω2M2

RpRs

)2 (1.33)

The expression (1.33) is valid regardless of the primary compensation and demonstrated here
for a series-compensated secondary. The same but more cumbersome development has been
realized for a parallel-compensated secondary in [3], leading to the same expression as (1.33)
for the maximum efficiency which is thus valid regardless of the compensation topologies. As
a consequence, the maximization of the expression (1.33) can serve as a guideline
for the design of the windings.

Figure-of-merit and optimal design

The observation of the expression (1.33) reveals a figure-of-merit (FOM) on which the maxi-
mum achievable efficiency depends and with which it increases. This FOM is defined as

FOM =
ωM√
RpRs

(1.34)

so that the maximum power efficiency ηmax can be expressed as

ηmax =
FOM2(

1 +
√

1 + FOM2
)2 (1.35)

One can notice that the expression of the FOM (by its form and the term it involves) reminds
the expression of a coil quality factor. Actually, the FOM can be interpreted as a sort of
quality factor not relevant for one winding only, but for a pair of coupled windings. For that
matter, the FOM is equal to the geometric mean of the primary winding quality factor Qp
and of the secondary winding quality factor Qs weighted by coupling coefficient k, with

FOM =
ωM√
RpRs

=
ωk
√
LpLs√

RpRs
= k

√(
ωLp
Rp

)(
ωLs
Rs

)
= k

√
QpQs (1.36)

The maximum achievable efficiency ηmax is strictly increasing with the FOM. The design of
the windings must be driven by the maximization of the FOM under the practical constraints
fixed by the targeted application. As evinced in Figure 1.16, the evolution of the maximum
efficiency with respect to the FOM exhibits a saturated shape so that a further increasing of
the FOM produces only a slight rise of the efficiency. This observation could be useful for
establishing compromises or stop criteria in the design optimization process. The represen-
tation of the derivative of the efficiency with respect to the FOM in Figure 1.16 highlights
the aforementioned saturation for FOMs higher than 20.
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Figure 1.16: Evolution of the maximum achievable efficiency and of its derivative with
respect to the figure-of-merit

1.4 Objectives of this thesis

As evinced by the analysis performed in the previous section, the maximization of the power
efficiency in RIPT systems requires two types of efforts for the designer, namely

- the optimal design of the inductively coupled windings, corresponding to the maximiza-
tion of the related FOM ;

- the establishment of an optimal control strategy of the power transfer operating con-
ditions via the adequate command of the power electronic converters inherent to the
exploitation of the RIPT for energy-greedy applications.

In this context, this thesis pursues a double objective, each pertaining to a different field of
expertise from the Electrical Power Engineering Unit of the University of Mons.

1.4.1 First objective

The first objective pertains to the development of a flexible, accurate and fast electromagnetic
model of the windings involved in RIPT. The idea is to employ the developed models in
a virtual design procedure, thereby avoiding the time and money of costly experimental
prototyping.

Challenges The transfer performances achievable by a given couple of windings are highly
sensitive to their corresponding equivalent circuit parameters, which depend on their shape,
on their relative position and can be influenced by the surrounding environment (e.g. the
presence of a car chassis or magnetic shielding materials). Considering the limited accuracy
and the restricted flexibility of the existing analytical models, as will be demonstrated in
the upcoming chapters, the use of computational electromagnetics appears as mandatory for
achieving this objective. Besides displaying a large flexibility in geometries and materials,
the numerical modeling of the windings allows to assess accurately magnetic field distribution
in the system environment so that the sanitary impact of the system (i.e. regarding human
health issues [67,68]) or even the possible EMI with the mobile devices of the EVs on-board
electronics, can be quantified.

Nevertheless, the fine numerical modeling of the windings is subject to a significant compu-
tational burden, due to the well-known skin and proximity effects, and leads to computation
times which would be not compatible with the inclusion of the resulting model in a sufficiently
fast design procedure. As a matter of fact, the windings employed for RIPT are submitted
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to intermediate frequencies (around 100 kHz) and incur eddy-current effects (i.e. skin and
proximity effects) which are responsible for non-negligible losses (especially regarding the
high-power level envisioned for EV battery charging applications). As these effects result
in localized high variations of the fields, their proper numerical modeling requires a drastic
refinement of the conductors mesh and is therefore associated with important computational
burden. Beyond the scope of RIPT, the modeling of eddy-current effects constitutes a topical
scientific challenge by the multiplicity of disciplines in which the eddy currents modeling turns
out to be necessary. Moreover, in absence of magnetic core, the accurate determination of
the windings self-inductances (which are key factors in the resonant frequency tuning) and of
their mutual inductance (which is as preponderant as the resistive losses in the determination
of transfer performances) requires to integrate a large portion of the surrounding air in the
model, with a consecutive increase of the computational burden.

Contributions In that context, the contributions of this thesis are the following.

1. The computational burden associated to the brute-force application of two-dimensional
(2-D) and three-dimensional (3-D) magnetodynamic finite-element models to RIPT
systems has been precisely quantified. A formulation allowing the strong coupling of
the windings finite-element models circuit equations [69] has been employed, considering
the importance of the external circuits in RIPT operation ;

2. An original procedure for addressing the 2-D meshing of winding conductors subject
to eddy currents has been proposed, which provides results at least as accurate than
traditional meshing strategies, based on a best-practice approach ;

3. The potential of the 3-D generalized partial element equivalent circuit method (PEEC)
in magnetodynamics [70] has been quantified with respect to the modeling of RIPT
systems. Indeed, the PEEC method is an integral method which does not require to
mesh the air volume surrounding the windings, and appears therefore as an interesting
candidate for the modeling of RIPT coils ;

4. Aware of the importance of 3-D models of the windings (e.g. for considering misaligned
windings or for the integration of surrounding objects) despite their proven heaviness, a
3-D finite-element model with surface impedance boundary condition [71–73] and strong
circuit coupling has been developed. The proposed model permits to avoid the volume
meshing of the conductor windings, thereby decreasing the computational burden ;

5. An experimental validation of all the proposed numerical models has been pursued,
as well as a comparison with the most accurate analytical formulae available in the
literature as for today ;

6. A fully parametrized virtual laboratory which gathers all the numerical models de-
veloped in this thesis has been developed in the ONELAB environment [74, 75]. The
proposed tool is particularly well-adapted to an integration in an optimization process
for e.g. the sizing of the windings.

The publications relative to these contributions are (in chronological order)

• A. Desmoort, Z. De Grève and O. Deblecker, ”A virtual laboratory for the modeling of
Wireless Power Transfer systems,” 2015 International Conference on Electromagnetics
in Advanced Applications (ICEAA), Turin, Italy, 2015, pp. 1353-1356.

• A. Desmoort, Z. De Grève and O. Deblecker, ”Analytical, Numerical and Experimen-
tal Modeling of Resonant Wireless Power Transfer Devices (Research & Development
Award),” in SRBE/KBVE Revue E Tijdschrift, 132nd year, no. 1-4, 2016.
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• A. Desmoort, J. Siau, G. Meunier, J.-M. Guichon, O. Chadebec, O. Deblecker, ”Com-
paring partial element equivalent circuit and finite element methods for the resonant
wireless power transfer 3D modeling,” 2016 IEEE Conference on Electromagnetic Field
Computation (CEFC), Miami, United States, 2016, pp. 1-1.

• A. Desmoort, Z. De Grève, P. Dular, C. Geuzaine and O. Deblecker, ”Surface impedance
boundary condition with circuit coupling for the 3D finite element modeling of wire-
less power transfer,” 2016 IEEE Conference on Electromagnetic Field Computation
(CEFC), Miami, United States, 2016, pp. 1-1.

• A. Desmoort, Z. De Grève, P. Dular, C. Geuzaine and O. Deblecker, ”Surface Impedance
Boundary Condition With Circuit Coupling for the 3-D Finite-Element Modeling of
Wireless Power Transfer,” in IEEE Transactions on Magnetics, vol. 53, no. 6, pp. 1-4,
June 2017, Art no. 7402104.

• A. Desmoort, Z. De Grève and O. Deblecker, ”Modeling and Optimal Control of Res-
onant Wireless Power Transfer,” 2018 IEEE Young Researcher Symposium Benelux
(YRS2018), Brussels, Belgium, 2018.

1.4.2 Second objective

The second objective pertains to the elaboration of an optimal control strategy for the power
converters surrounding the transmission coils, in order to ensure the wireless transfer of
energy with a maximum coil-to-coil efficiency, despite non-idealities related to real operating
conditions.

Challenges Considering the implementation of RIPT to energy-greedy applications re-
quires to pay a particular attention on the system optimal operation, since each percent of its
power efficiency represents a non-negligible amount of power. Maintaining a constant output
power is also capital for complying with standards fixing a specific rated power. Therefore,
an adequate control is mandatory for practicable domestic and industrial WPT applications.

Moreover, non-idealities pertaining to real operating conditions can have a significant im-
pact on the WPT coils circuit parameters. A simple misalignment between the windings,
which can occur frequently in practice, modifies for instance the value of the coils mutual
inductance. Furthermore, ageing or defaults in electrical circuit components such as the res-
onant capacitors may alter the resonant state of operation of the system. These parameters
deviations have a strong impact on the power efficiency of the WPT system.

Contributions In that regard, the contributions of this thesis are the following.

1. An original optimal command strategy for bidirectional series-series compensated WPT
systems has been proposed. The command is based on a resonant dual active bridge
(RDAB) topology, which enables (via the adequate command of the active rectifier) the
control of the active as well as the reactive power flows in the system in order to operate
at the maximum achievable efficiency, despite the deviations in the circuit parameters
values (e.g. the windings mutual inductance, the resonant capacitances or the load)
which may occur in practice ;

2. The consideration of voltage step-up solutions (namely the insertion of current-reversible
two-quadrant choppers and the transition to Z-source converters) has been investigated
for improving the proposed RDAB topology, in order to increase the operating range
where the proposed command strategy can be achieved, thereby ensuring the robustness
to larger circuit parameters deviations ;
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3. The proposed optimal command strategy has been generalized to parallel-parallel,
series-parallel and parallel-series compensated bidirectional WPT systems, through the
use of an original approach via appropriate equivalent circuit transformations ;

4. A successful low-power 20-W experimental proof-of-concept of the proposed optimal
command strategy has been realized in laboratory, based on a series-series compen-
sated system. Time domain simulations were in that way validated experimentally,
and the robustness of the proposed command strategy with respect to various types of
circuit parameters deviations (mutual inductance and resonant capacitance) has been
demonstrated.

As highlighted previously, the concept of RIPT can be employed in a wide range of applica-
tions, from low to high power, as discussed previously. Nevertheless, for consistency with the
usual research activities of our Unit, this thesis focuses on wireless electric vehicle charging
applications, so that the tools and models developed in this work will systematically be illus-
trated and discussed on EV charging case studies. More particularly, an operating frequency
of 85 kHz and a rated output power of 3.7 kW will be assumed, in accordance to the recent
standard SAE J2954 in EV charging [32]. A particular attention has however been paid to
provide generic tools and models, in the sense that these could be applied to other RIPT
applications with minor modifications.

The publications relative to these contributions are (in chronological order)

• A. Desmoort, O. Deblecker and Z. De Grève, ”Active Rectification for the Optimal
Control of Bidirectional Resonant Wireless Power Transfer,” 2018 International Sym-
posium on Power Electronics, Electrical Drives, Automation and Motion (SPEEDAM),
Amalfi, 2018, pp. 756-761.

• A. Desmoort, O. Deblecker and Z. De Grève, ”Active Rectification for the Optimal
Command of Bidirectional Resonant Wireless Power Transfer Robust to Severe Cir-
cuit Parameters Deviations,” in reviewing process in IEEE Transactions in Industry
Applications

1.5 Structure of this report

This thesis report is organized in two distinctive parts, each part being dedicated to one of
the aforementioned objectives.

Chapter 2 opens the first part, dedicated to the electromagnetic modeling of RIPT windings,
and proposes the related state of the art. Chapter 3 presents the theoretical aspects relative
to the computational electromagnetic methods employed in this thesis. Chapter 4 gathers
the presentation of the different computational models employed and developed in the frame-
work of this thesis, associated with discussions based on topical numerical results, destined
to mark out our investigations concerning the windings electromagnetic modeling.

As an introduction to the second part of this thesis (dedicated to an optimal command strat-
egy for RIPT systems), Chapter 5 describes the power converter topology and command
which will be employed in the following, through the prism of the resonant converter con-
cept. In Chapter 6, after an analysis of the related state of the art and the clarification
of the positioning of this thesis, the original optimal command methodology for series-series
compensated RIPT systems proposed in this thesis is developed, illustrated and discussed via
frequency- and time-domain simulations of an EV test-case. For extending the controllability
range associated with the latter method, the two aforementioned voltage step-up solutions
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are presented and compared in Chapter 7. Further, Chapter 8 exposes the extension of
the applicability scope of the proposed methodology to parallel-parallel, series-parallel and
parallel-series compensated systems. Frequency- and time-domain simulations for the EV
test-case employed previously are presented and discussed for a parallel-parallel compen-
sated system commanded via the extended methodology. The proof-of-concept destined to
the experimental validation of the proposed methodology is presented in Chapter 9. Finally,
Chapter 10 gathers the general conclusions and exposes the perspectives of this thesis.
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Part I

Electromagnetic modeling of
resonant inductive power transfer

windings
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CHAPTER

TWO

STATE OF THE ART

Usually, transformers are peripheral and utilitarian components destined to achieve a well-
defined function (e.g. voltage transformations or galvanic insulation). For holistic approaches,
the transformers are assumed ideal, or impacted by limited non-idealities with abstraction
for their actual material and geometric design. Only transformers manufacturers have to
address the latter. However, in the case of WPT, the windings are the key components of the
system and their design has an important impact on the whole system performances. The
diversity in WPT applications goes hand in hand with the diversity on the windings design.
Therefore, an accurate and flexible model of the windings is mandatory for adopting a gen-
eral approach of the system, while integrating directly its disparate non-idealities in the study.

An accurate mathematical model is a powerful tool, dear to the engineer. By representing
as precisely as possible the behaviour of a system, the model obviates the time and the cost
of experimental prototyping and allows quick and free testing procedures. During the mod-
eling step, mathematical trends may appear and highlight particular dependencies between
intrinsic properties and resulting quantities of interest. The design and the analysis of the
modeled system can consequently be more adapted and efficient. Besides traditional analyt-
ical modeling techniques, the evolution of the computational tool has fostered the resort to
numerical modeling techniques, which are precisely addressed in this thesis.

In this chapter, the electromagnetic modeling of windings for WPT is introduced in three
steps. Since a system electromagnetic modeling is tightly associated with its geometry and its
material properties, the description of a typical WPT winding is firstly proposed. As the most
popular approach for the characterization of WPT windings, analytical modeling techniques
are reviewed and a best-effort analytical model is proposed, based on a literature review.
Then, a general overview of computational electromagnetics applied to WPT windings is
presented. Finally, the positioning of this work in the state of the art is described, and the
modeling objectives are clarified in consequence.

2.1 Description of typical wireless power transfer coils

The description of the main characteristics of the WPT windings is mandatory for their
efficient modeling. Hence, in this section, a literature review permits to establish the template
of a typical WPT winding for decreasing as best as possible the complexity of the future
model. Also, the parameters of the design are clarified for a clear identification of the inputs
of the model.

32



Shape of a WPT winding

Generally, a WPT winding is flat-shaped in order to ease its integration in a device or a
vehicle external panel. As a consequence, it is either a single-layer solenoidal coil with a
limited number of turns, a planar spiral coil or a combination of both (i.e., a multiple-
layer solenoidal with a limited number of turns). The planar coil presents a better coupling
robustness in case of misalignment in comparison with the single-layer solenoidal coil, and
requires less conducting material than the multiple-layer coil, so that it is usually preferred
by the scientific and industrial communities. Such a circular planar spiral coil is also called a
pancake coil (see Figure 2.1). Since pancake coils are very specific to the WPT application,
the modeling efforts carried out within the WPT framework are mainly concentrated on
them. In this thesis, we decided to follow this trend. A pancake coil is described by four
parameters which are its inner radius R, the wire radius r, the number of turns N and the
spiral pitch p. Browsing the literature, numerous pancake-derivative designs emerge, but
the model can be restricted to the pancake coils for granting a sufficient generality while
providing particularization possibilities.

(a)

...
R

p
r

1 2 N

Central
axis

(b)

Figure 2.1: (a) Schematic and (b) sectional view of a pancake winding

Solid and Litz wires

The wire forming a WPT coil can be either a solid wire or a Litz wire. As a reminder, a
Litz wire consists in a bundle of multiple smaller strands which aims at reducing the effects
of eddy currents on the AC resistance of the wires. More precisely, the strands are typically
designed to have a radius significantly smaller than the skin depth at the operating frequency,
so that the current in each strand is uniform and the AC resistance is small. By twisting
adequately the bundle, each strand incurs in average the same electromagnetic influence
than the others, which prevents from the circulation of eddy current loops between parallel
strands, with a beneficial lowering effect on the AC resistance. Depending on the envisioned
application, Litz wire may provide substantial improvements on the system performances,
but can also lead to additional losses in case of improper usage. The efficiency of Litz wire is
therefore pertaining to the wire manufacturer and user as well. Moreover, and as discussed in
Section 2.3, efficient modeling techniques for Litz wire are already available in the literature
so that our contribution will focus on the challenging modeling of solid wire submitted to
intermediate frequencies. From an applicative point of view, solid-wire windings are not
devoid of interest. In the operating conditions targeted by this work, solid-wire windings
still present interesting figure-of-merits in the saturation range of the maximum achievable
efficiency. Whereas the Litz wire is designed for a specific frequency range, the solid wire
is more accessible, more simple and cheaper, and is therefore more adapted to the windings
elaboration for the establishment of multiple experimental validations setup in our laboratory.
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Couplers

For completeness purposes, one can mention that a WPT coil can be associated with a
piece of magnetic material (usually ferrite) called a coupler and placed on the side of the
coil which is opposite to the transfer direction [19, 76, 77]. The latter material acts as a
shield stopping the development of useless magnetic flux lines outside the WPT system,
and redirecting the magnetic flux in the power transfer direction. For pancake coils, the
typical coupler is a circular plate. An alternative for saving ferrite materials consists in
placing uniformly distributed radial ferrite bars instead of an entire plate (see Figure 2.2).
Improving the coupling between the coils, the coupler must be cleverly designed and placed
for avoiding additional losses. As a matter of fact, the couplers support local rises in the
magnetic flux density and an eventual misplacing could lead to increased eddy-current effects
and subsequent losses in the related coil. This work focuses on totally coreless windings, as it
aims at implementing a progressive approach. Nevertheless, the developed virtual laboratory
is sufficiently flexible to include couplers as well, provided that an accurate model of ferrite
losses at high frequencies is available.

Figure 2.2: Upper view of an example of a coupler made of radial ferrite bars

2.2 Analytical techniques

The use of analytical approaches is the most common method for modeling solid-wire WPT
windings, widely available and investigated in the literature [66, 78–83]. Except for some
empirical laws, these approaches are for most based on the analytical development of the
Maxwell’s equations, made possible by approximations and/or by the realization of simpli-
fying hypotheses on the conductors shape or on their operating conditions. The analytical
approaches main advantages rely in the implementation simplicity and the computation speed
(as the modeling comes down to the evaluation of a few formulae). The analytical approaches
main drawbacks are the poor adaptability and the restricted range of applicability (as the
hypotheses limit the number of input parameters), which can lead to a questionable accuracy
for specific cases and which does not comply with the targeted virtual laboratory approach.

One can note that analytical models for usual transformers [84–87] (which are accurate due to
the averaging effect of the high number of turns) are not applicable to the pancake coils due
to the predominance of the edge effects, since the coils are made of one flat layer of turns. For
making the analytical modeling possible, the pancake coils are approached by a combination
of concentric tori, for which analytical developments exist. However, in the existing works,
two typical shortcomings have been identified in the analytical modeling of WPT windings,
namely

- the evaluation of the coils parasitic resistance in DC conditions only, whereas the skin
and proximity effects can generate significant power losses

- the evaluation of the coils mutual inductance with approximate formulae, only applica-
ble when the coils axes are aligned, whereas the inductive coupling is a key factor and
should be evaluated even in misaligned configurations.
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A thorough literature review has been conducted for gathering the most accurate analytical
approaches, which are reported here with three purposes, which are (by order of importance)

1. the illustrated description of the different effects to render in the windings modeling
(with the analytical, as well as with numerical approaches) ;

2. the constitution of a reference model for the validation of the numerical tool devel-
oped further in this thesis (with testing conditions within the analytical model validity
domain) ;

3. the argued highlight of the analytical approaches limitations.

2.2.1 Series resistance

The series resistance of windings is described using three different contributions.

Direct-current resistance The first contribution is associated with the inherent property
of any conductor to physically oppose a resilience to a current flow. This contribution is
usually called the direct-current (DC) resistance in opposition with the others contributions,
which are due to the alternative nature of the current. The conductor DC resistance RDC is
evaluated via the Pouillet’s law, which yields

RDC =
l

σS
(2.1)

with l the length of the conductor, σ the conductivity of the conductor and S the cross-section
of the conductor. The conductor length being often fixed by the targeted application, the
reduction of this first contribution to the series resistance is achieved by the increase of the
conducting cross-section or by the choice of a high-conductivity material.

Skin effect The second contribution is associated with the alternative nature of the current
crossing the windings and is called the skin effect resistance. An alternative current flowing
in a conductor can be decomposed in elementary currents crossing elementary sections in the
conductor. Each elementary current generates a local magnetic field which induces in turn an
eddy current tending to decrease the current density locally by Lenz’s law. Completely sur-
rounded by those elementary currents, the center of the conductor is logically more impacted
than the conductor boundary by this local effect. The total current is therefore concentrated
in a more or less thin portion nearby the conductor boundary which is called the conductor
skin (lending its name to the related effect). More precisely, well-known developments have
demonstrated that the current density is decreasing exponentially from the conductor bound-
ary to its center. The strength of the skin effect is described by a spatial quantity called the
skin depth δ and corresponding to the distance from the conductor surface where the current
reaches 37 % of its value at the conductor surface. The skin depth δ is rigorously given by

δ =

√
2

ωµσ
(2.2)

where ω is the angular frequency (or the pulsation) of the current and µ is the magnetic
permeability. The frequency is the key-parameter for addressing the skin effect impact. The
higher the frequency is, the thinner the current skin is and the higher the effective resistance
of the conductor is. Mathematically, the contribution of the skin effect can be factored in
with a coefficient FS which multiplies the DC resistance. Hence, the alternative current (AC)
resistance of a conductor submitted to the skin effect is [87]

RAC = FS RDC (2.3)
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where FS depends on the skin depth δ and on the conductor shape. For the round conductors
addressed in this work, the skin effect factor FS is rigorously equal to

FS =
α

2

ber (α) bei′ (α)− bei (α) ber′ (α)

[ber′ (α)]2 + [ber′ (α)]2
(2.4)

where α =
√

2 rc/δ (with rc the conductor section radius), ber and bei are the Kelvin functions
and ber′ and bei′ are their respective derivatives.

Proximity effect The third and last contribution is associated on the one hand with the
alternative nature of the current and on the other hand with the presence of nearby con-
ductors. It is called the proximity effect resistance. Windings are inherently impacted by
proximity effect as two adjacent turns are locally seen as two nearby conductors. As men-
tioned above, the alternative nature of the current generates a local magnetic field resulting
in the appearance of eddy currents. When two or more conductors are sufficiently close,
mutual magnetic influences occur and reshape the current distribution in each conductor.
The disparate current density in the impacted conductors leads ineluctably to a raise of their
effective resistance. The very essence of the proximity effect highlights the complexity of its
mathematical analytical modeling, which is still an open problem. As a matter of fact, the
impact on each conductor depends not only on its own properties, but also on the nearby
conductor(s) properties and positions and on external electromagnetic conditions.

Instead of ignoring the proximity effect impact, a best-effort approach is implemented by
using a proximity factor Gp proposed and tabulated by Smith [88], so that the total AC
resistance of the windings can be expressed as

RAC = (1 +Gp) FS RDC (2.5)

One have to note that this approach is employed as a last resort, but leads to a relative error
between 10 % and 25 % on the total resistance according to the comparison with experimental
measurements and with the numerical results furnished by to the virtual laboratory developed
in the following.

2.2.2 Self- and mutual inductances

Accurate approaches exist for the determination of the self- and the mutual inductances of
single loops, so that the coils inductances are obtained by combining adequately the individ-
ual loops parameters.

The self-inductance Li of a loop i is evaluated in the air and in DC conditions (since it is
assumed to be slightly affected by the frequency [89])

Li = µ0Ri

[
ln

(
8Ri
r

)
− 2

]
(2.6)

where µ0 is the vacuum magnetic permeability, Ri is the loop radius and r is the wire radius.

Babic et al. have developed an accurate analytical form for the mutual inductance between
two single loops arbitrarily positioned in the air and in DC conditions (like the self-inductance,
the mutual inductance is supposed to be slightly affected by the frequency) [90]. The main
advantage of this approach is the free positioning of the loop, which can be misaligned or
angularly shifted. The exact formula depends on no more than eleven parameters which are
functions of the loops radii and relative position. Highly cumbersome, it is note reported
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here. By consulting the work proposed by Babic et al., the interested reader will ascertain
the approach sophistication, which allows to seize the effort (or even the impossibility) for
extending such development to more complex cases, e.g. including magnetic materials (such
as couplers).

Now that the formulae for single loops have been clarified, the inductances relative to en-
tire coils are obtained by combining adequately the constituting loops parameters. A coil
self-inductance is the combination of each loop self-inductance with the mutual inductance
between each loops couple, i.e.

L =

N∑
i=1

Li +

N∑
i=1

N∑
j=1
j 6=i

Mij (2.7)

where Mij is the mutual inductance between a loop i and a loop j. The mutual inductance
between two coils is the combination of the mutual inductance between each loop from the
first coil and each loop from the second coil, with

M =

N1∑
i=1

N2∑
j=1

Mij (2.8)

where N1 and N2 are the number of turns in the first and in the second coil, respectively.

2.3 Computational techniques

The electromagnetic modeling of WPT windings falls within the wider field of study related
to the modeling of wound components solicited by intermediate-frequency currents. Although
this makes the methods proposed in the following applicable to wider problems, it complicates
the exhaustivity of the literature review. Therefore, the following state of the art focuses on
typical contributions, and summarizes the main trends in WPT windings numerical modeling.

2.3.1 Finite-element method

The finite-element method is a well-known and proven computational approach, with an in-
herent flexibility in geometries and materials. Most contributions employ the finite-element
method for the modeling of WPT windings. Among these, a substantial share is using the
finite-element method for characterizing specific test-cases, as a validation step in a more
global process. Usually, in the literature, the information about the modeling methodology
is deficient and the authors rely on flourishing finite-element software solutions, employed as
black boxes [91, 92]. However, other contributions illustrate substantively the current state
of the art for the finite-element modeling of WPT windings. Different approximation levels
have been investigated by the academia in that context.

WPT windings are mostly modeled as stranded conductors, immune to the appearance
of eddy currents. In such formulations, the winding windows are replaced by a homogeneous
conductor in which the current density distribution is uniform. Intrinsically inappropriate for
solid-wire windings, the stranded conductor assumption is however relatively relevant for the
Litz-wire windings. Notably, Hariri et al. have implemented this technique for the virtual
prototyping of Litz-wire windings [93]. In another publication, the same authors have em-
ployed their tool for training a neural network driven by a genetic algorithm destined to the
Litz-wire coil design [94]. Bosshard et al. have implemented a similar approach complemented
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by an analytical evaluation of the skin-and proximity-effect losses in the Litz-wire bundle [95].

Homogenization techniques have been applied to Litz-wire and to solid-wire WPT wind-
ings. These techniques can be interpreted as advanced stranded-conductor formulations,
where the proximity effect is considered locally by using a complex magnetic reluctivity and
where the skin effect is included globally by the determination of an adequate skin-effect
series impedance [96]. The latter reluctivity and impedance are previously determined via
a normalized fine modeling (using a massive-conductor formulation) of the conductors form-
ing the micro-structure pattern. Klis et al. have implemented such a technique on Litz-wire
windings, by homogenizing the entire winding windows, with a complex reluctivity and a skin-
impedance based on the micro-structure at the level of the Litz-wire strands [97]. Ferreira
et al. have contributed to the characterization of solid-wire WPT windings by homogenizing
the entire winding windows, based on a micro-structure considering a single solid wire [98].
Presenting interesting results for the input impedance of complete WPT systems with wind-
ings including more than twenty turns, the latter method is supposed to deliver less accurate
results for the self-parameters determination applied to windings with less than fifteen turns,
as investigated in this work. Indeed, homogenization models are based on the assumption
that an elementary pattern is repeated periodically over the entire winding window. The low
resolution of the micro-structure (consisting in a single wire, as a reminder) in the homoge-
nized region can be problematic.

Hence, in the literature, the contributions proposing to model finely the eddy currents oc-
curring in solid-wire windings via massive conductor formulations are either weakly
documented or inexistent, due to the expected computational burden entailed by the mesh
refinement for rendering accurately the skin and proximity effects. Nevertheless, the majority
of contributions are considering operating frequencies within the 1-to-10 MHz range, while
the targeted frequency level in this thesis is around 100 kHz, so that the massive conductors
modeling cumbersomeness could be mitigated.

2.3.2 Integral methods

Given the large share of free-space in a WPT system, integral methods have logically been
considered for the WPT coils electromagnetic modeling. As a matter of fact, these methods
are based on an integral formulation of the electromagnetic fields, so that the spatial integral
bond accounts “remotely” for the interaction between two distant parts of the discretized
geometry. The direct consequence is the exclusion of the ambient medium (i.e. the air) from
the discretized model, with a significant decrease in the number of numerical unknowns when
it is applied to free-space systems. However, the numerical integrations for assembling the
system of equations, as well as numerical difficulties when solving the resulting system of
equations (coefficient matrices are full with integral methods, whereas there are sparse with
finite-element method), mitigate the consecutive computational gain. Also, most integral for-
mulations require to discretize the system geometry in a structured mesh for ensuring their
validity, limiting their scope of application.

In the framework of WPT and due to their intrinsic application constraints, the integral
methods have been employed for characterizing the electromagnetic influence on the outside
environment of a WPT system, or the inductive coupling only (without resistive losses), in the
1-to-100 MHz range. For characterizing the electromagnetic influences of a WPT system, a
method of moment (MoM) has been used for representing the electric field of a coil approached
as a filament, whereas the scattered field is computed on neighboring objects via the finite-
element method [99]. In another contribution, the coils are considered as perfect conductors
and assimilated to infinitely thin conducting tubes for evaluating the inductive coupling and
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the associated performances of a WPT system [100]. The contribution matching the most the
scope of this thesis is proposed by Huang et al. [101]. They have proposed a volume integral
method for the characterization of WPT windings, represented as a homogeneous stranded
domain with a simple shape. Such an implementation demonstrates the computational gain
offered by an integral method in comparison with the finite-element method. However, as
for finite-element contributions, the detailed modeling of solid-wire coils impacted by eddy-
current effects is not addressed currently in the literature.

2.4 Positioning of this thesis

In the light of the foregoing, we propose to investigate the solid-wire WPT windings modeling
as massive conductors for the fine determination of the eddy currents impact on the system,
under intermediate frequency-levels (around 100 kHz). The latter investigation concerns
the identification of the actual computational burden associated with the appli-
cation of the finite-element method based on a massive conductor formulation,
as a brute-force approach. Discussions on this burden will drive the research for
improvements via the development and/or the application of original methods
for the WPT windings computational electromagnetic modeling.

With the increasing power of the computational tool, integral methods become gradually
adapted to an implementation on complex geometries operated at low frequencies, target-
ing electrical engineering industrial systems. Notably, the Grenoble Electrical Engineering
Laboratory (G2ELab) in France (which whom we collaborate) is currently developing a gen-
eralized implementation of the partial element equivalent circuit (PEEC) method, based on
the transformation of the electromagnetic problem expressed on a structured mesh in a circuit
problem via integral formulations. The main feature of this generalization is the inclusion
of unstructured meshes, more adapted for curved geometries through the use of facet ele-
ments, borrowed from the finite-element community, for approximating the current density
in conductors. Using simple windings and working at intermediate frequency, WPT repre-
sents an interesting test-case, as an intermediate step in this transition effort. In return, the
generalized PEEC appears to be an elegant alternative to the finite-element method, due to
the absence of any need to mesh the air (which represent the most important part of the
system) and to its circuit interpretation. Our collaboration with the G2ELab has granted us
a direct access to an under-development version of the generalized PEEC method, as part of
the MIPSE (Modeling of Interconnected Power SystEms) project. As a consequence, we
propose to take advantage of this opportunity for assessing the potential of the
generalized PEEC method for the fine modeling of solid-wire WPT coils.

As a scientific as well as an engineering contribution, the different modeling techniques
developed in this part of the thesis will be using flexible and adequate software
materials for implementing a virtual laboratory approach. In other words, our com-
putational electromagnetic tool will be built as a fully parametrized tool for easily considering
any set of parameters. A modularity effort will guarantee the embedding of different formu-
lations. Once validated, such a tool will act as a virtual laboratory for the WPT windings
design and characterization, saving the precious time and money associated with experimen-
tal prototyping. Since the modeling of the sole conductors is expected to be sufficiently
challenging, the inclusion of couplers or surrounding components (e.g. a car chassis) is not
addressed here. However, the virtual laboratory will be built with a particular attention to
its modularity capabilities and provide input for the future inclusion of such components.
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CHAPTER

THREE

COMPUTATIONAL ELECTROMAGNETICS

The study of electromagnetic systems implies to understand complex phenomena which re-
quire a precise knowledge of the electric and magnetic field space-time distributions. Such
a precision necessitates to solve the most fundamental equations in the field of electricity,
i.e. the Maxwell’s equations. However, these consist in a set of vector partial differential
equations which are coupled, so that an analytical resolution is not practicable (except for
very simple systems). Computational electromagnetics develops numerical methods for solv-
ing such problems, at the expense of adequate hypotheses and discretizations from various
natures. Fostered by the development of the computer tool, their use has spread quickly
during the last decades.

This chapter presents the theoretical aspects associated with the numerical methods employed
in this work, based on references [102–105]. Two different methods are used, namely the finite-
element method and the generalized inductive partial element equivalent circuit method.
Since the generalized PEEC partially benefits from the finite-element concept, the approach
associated with the finite-element method is addressed first, and the theory is thereafter
extended to the PEEC method. In the following, the bold lower case letters are referring to
vectors and bold upper case in brackets are referring to matrices.

3.1 Maxwell’s equations

Maxwell’s equations are a set of vector and partial differential equations which constitutes
the most advanced and the most complete mathematical model for the description of elec-
tromagnetic phenomena in classic physics. The local forms of the Maxwell’s equations in a
continuous space are

curl h = j +
∂d

∂t
(3.1)

curl e = −∂b

∂t
(3.2)

div b = 0 (3.3)

div d = ρ (3.4)

where h is the magnetic field (in A/m), j is the current density (in A/m2), d is the electric
displacement or electric flux density (in C/m2), t is the time (in s), e is the electric field (in
V/m), b is the magnetic flux density (in T) and ρ is the volume charge density (in C/m3).
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Those equations are coupled via three constitutive laws describing the behavior of the matter
when it is solicited by the different fields, which are

b = µ · h (3.5) d = ε · e (3.6) j = σ · e (3.7)

where µ is the magnetic permeability (in H/m), ε is the electric permittivity (in F/m) and
σ is the electric conductivity (in S/m) of the considered medium. Usually, the permeability
and permittivity are respectively defined with respect to the constant vacuum permeability
µ0 = 4π · 10−7 H/m and vacuum permittivity ε0 = 8.85 · 10−12 F/m, so that

µ = µ0 · µr (3.8) ε = ε0 · εr (3.9)

with µr and εr the relative permeability and the relative permittivity of the considered
medium, respectively. The permeability, the permittivity and the conductivity can take
the form of a tensor (e.g. for an anisotropic medium), and can depend on the fields intensity
(e.g. for a non-linear medium) and history (e.g. for an hysteretic medium).

3.2 Formulation of the magnetodynamic problem

The constitutive laws entail a strong mathematical coupling between the Maxwell’s equations
that prevents a direct resolution of electromagnetic problems (except for the most elementary
systems). Depending on the nature of the addressed problem, adequate hypotheses can how-
ever decouple and simplify the equations set. The identification of the prevailing phenomena
is therefore essential for the simplification of the problem with a limited impact on the solu-
tion accuracy. Also, the formalism of the simplified problem is alleviated by the introduction
of intermediary variables, called potentials. The combined choices of a simplified model and
of the potentials to express the problem yields the formulation of the problem.

3.2.1 Electromagnetic models

The choice of an adequate electromagnetic model depends on the prevailing phenomena,
which can be identified by considering the fields frequency and the size of the investigated
system. As a matter of fact, the electromagnetic field presents two regions, which are the
far- and the near-field regions. In the far-field region (i.e. when the size of the system
is comparable to the field wavelength), the evolutions of the electric and magnetic fields
are interdependent and inseparable, leading to the concept of the electromagnetic wave. The
electromagnetic models corresponding to this kind of problem are labelled as full-wave models
and outreach the context of this thesis. In the near-field region (i.e. when the size of the
system is very small in comparison with the field wavelength), the evolutions of the electric
and magnetic fields are independent, so that each field can be treated separately. In this
thesis, the frequency range is delimited by the upper bound of 1 MHz corresponding to a
minimum wavelength of 300 meters, whereas the WPT system size will not exceed 1 meter.
The investigated problems are clearly situated in the near-field region. Beside the fields
decoupling, an efficient modeling requires to assume further hypotheses leading to different
near-field electric and near-field magnetic models. Those models are detailed here with their
corresponding assumptions, and the choice of the suitable model for the WPT windings
modeling is discussed.
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Near-field electric models

The near-field electric models are relevant for the description of the electric field distribution
and of the related effect(s) on the matter. The corresponding equations ensue from the decou-
pling of equations (3.1) and (3.2), by the negligence of the time-variation of b in the equation
(3.2). Hence, the most complete electric model pertains to electrodynamics, described by

curl h = j +
∂d

∂t
(3.1) curl e = 0 (3.10)

which accounts for the electric field and the electric current distributions in insulating and
conducting materials. Depending on the problem, further simplification can be applied within
the scope of the electric field study. Hence, electrostatics focuses on the electric field distri-
bution in insulating materials due to static charges and constant levels of electric potential,
based on equations (3.4) and (3.10) solely. Finally, electrokinetics focuses on the static cur-
rent distribution in conducting regions submitted to a constant electric potential difference,
by neglecting the time-variation of d in front of j in (3.1). Those models are essentially
appropriate for evaluating the system capacitive and dissipative properties when it incurs
constant (or null) currents.

Near-field magnetic models

The near-field magnetic models are relevant for the description of the magnetic field distri-
bution and the related effect(s) on the matter. The corresponding equations ensue from the
decoupling of d, by the negligence of its time-variation in front of j in the equation (3.2).
Hence, the most complete magnetic model pertains to magnetodynamics, described by

curl h = j (3.11) curl e = −∂b

∂t
(3.2) div b = 0 (3.3)

which accounts for the magnetic field and the eddy current distributions due to moving
magnet and space- or time-variable currents. Magnetostatics focuses on the static magnetic
field distribution due to stationary magnets and static currents, based on equations (3.3) and
(3.11) solely. Those models are essentially appropriate for evaluating the system inductive
and total dissipative properties when it incurs alternative currents.

Choice of a model for the modeling of WPT windings

Destined to perform an inductive coupling based on a time-variable magnetic field, the mod-
eling of the resistive and inductive behaviours of WPT windings must be addressed in the
magnetodynamics framework. Given the shape and dimensions of the windings, the ca-
pacitive effect are supposed to be negligible in the frequency-range investigated in this work,
avoiding the need for an electric modeling.

3.2.2 Introduction of intermediary variables (potentials)

Gathering the different equations describing magnetodynamics in a compact formulation re-
quires to introduce intermediary variables. The latter are employed for eliminating variables
in the problem. Depending on the choice of intermediary variables (or potentials), different
formulations are available for expressing a magnetodynamic problem. Futile at first sight,
the selection of potentials is crucial as the latter are the unknowns to solve for reaching the
problem solution. Moreover, choosing potentials conditions the mathematical treatment and
the physical interpretation of the formulation.
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The three most popular magnetodynamic formulations are the h - φ (with φ the magnetic
scalar potential), the t - φ (with t the electric vector potential) and the a - v (with a
the magnetic vector potential and v the electric scalar potential) formulations. Even if it
leads to more unknowns than its h - φ counterpart in three-dimensional models, the a -
v formulation is usually preferred in the context of electrical engineering, notably for the
modeling of electromechanical machines and transformers. On the one hand, the physical
interpretation of the potentials a (the circulation of a on a closed path is equal to the
magnetic flux it embraces) and v (a difference of v is equal to a voltage) are more adapted.
On the other hand, the potential φ is intrinsically multivalued in multi-connected domains
(such as windings) and requires to define a cut (i.e. a discontinuity in φ) alongside each
conductor in the system for ensuring that curl h = 0 in the non-conducting domains. The
practical implementation of these cuts for the modeling of wound components is cumbersome
and curtails the resort to φ. In contrast, the potential a presents another type of ambiguity
due to its equivocal definition, which can be cleared by a simple additional mathematical
condition (called a gauge condition). Considering the previous analysis, the a - v
magnetodynamic formulation is chosen for the modeling of the WPT windings.

3.2.3 Development of the a - v magnetodynamics formulation

A general magnetodynamic problem is defined on a bounded domain Ω delimited by the
boundary Γ and segmented in different sub-domains (see Figure 3.1), which are

- the sub-domain Ωs gathering the source regions where a source current density js is
imposed and where no eddy current are induced (σ = 0) ;

- the sub-domain Ωc gathering the massive conducting regions where eddy current can
be induced (σ 6= 0) ;

- the sub-domain Ω0 gathering the ambiant, non-magnetic (µr ≈ 1) and non-conducting
(σ = 0) regions, such as air or vacuum.

Figure 3.1: Typical definition domain of a magnetodynamic problem
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Definition of the magnetic vector potential a

In accordance with the properties of vector analysis (div curl x = 0, ∀x ∈ Rn), the Gauss’
law for magnetism (3.3) can be strongly verified by introducing the magnetic vector potential
a such that

b = curl a (3.12)

The definition (3.12) of the vector field a is equivocal since another vector field a’ = a +
grad ϕ (with ϕ ∈ R) also fulfills expression (3.12), as

curl grad x = 0 ∀x ∈ R

For ensuring the uniqueness of the vector field a and consequently the uniqueness of the a -
v magnetodynamic problem solution, an additional condition is required. This condition is
called a gauge condition. The most common gauge condition is the Coulomb’s gauge (div a
= 0), notably due to its implicit verification in the case of two-dimensional (2-D) problems.
For the three-dimensional (3-D) problems addressed in this work, another gauge condition
is employed. Detailed in [106], this specific gauge condition ensures numerically that a · w
= 0 with w a vector field of which the field lines are not closed, thanks to a tree/co-tree
technique.

Definition of the electric scalar potential v

The introduction of a in Faraday’s law (3.2) results in

curl e = −∂(curl a)

∂t
= curl

(
−∂a

∂t

)
(3.13)

so that

curl

(
e +

∂a

∂t

)
= 0 (3.14)

In accordance with the properties of vector analysis (curl grad x = 0, ∀x ∈ Rn), the Faraday’s
law is strongly verified by introducing the electric scalar potential v such that

e +
∂a

∂t
= −grad v (3.15)

Remark. Due to the decoupling of the electric displacement d from the magnetodynamic
equations, the electric scalar potential v does not render the capacitive effects in the system,
but serves for the determination of the electric field distribution in the conducting domain.

The definitions of the potentials a and v ensure the respective verification of equations (3.3)
and (3.2), respectively. Hence, the resolution of a magnetodynamic problem is confined to
solving the remaining equation of the model, i.e. the simplified Ampère’s law (3.11), expressed
in terms of potentials. By eliminating expressions (3.5) and (3.12) in equation (3.11), one
has

curl h = curl

(
curl a

µ

)
= j (3.16)

The total current density j is decomposed in two contributions, which are the source current
density js imposed in Ωs and the eddy current density σ · e induced in Ωc. By introducing
the magnetic reluctivity ν = µ−1, one has

curl (ν curl a) = js + σ · e (3.17)

Finally, the electric field e is eliminated by employing the definition (3.15) of the electric
scalar potential v, yielding the final a - v magnetodynamic formulation, which is

curl (ν curl a) + σ · ∂a

∂t
+ σ · grad v = js (3.18)
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Transposition in the frequency domain

Assuming a sinusoidal excitation of the system with an angular frequency ω, the generated
fields present a sinusoidal evolution, with

js(t) = js,m · cos (ωt+ θjs) (3.19)

a(t) = am · cos (ωt+ θa) (3.20)

v(t) = vm · cos (ωt+ θv) (3.21)

where js,m, am and vm are the amplitude and θjs , θa and θv are the phase of the related
fields. In this context, the formulation (3.18) can be transposed in the frequency domain by
using phasors for representing the fields. One has

curl (ν curl a) + σ · jω · a + σ · grad v = j
s

(3.22)

where j is the imaginary unit (i.e. j =
√
−1) and where

j
s

=
(
js,m/

√
2
)
· e−jθjs (3.23)

a =
(
am/
√

2
)
· e−jθa (3.24)

v =
(
vm/
√

2
)
· e−jθv (3.25)

3.2.4 Integration of geometric symmetry in the system structure

In some cases, the studied system presents a geometric symmetry implying the invariance
of the fields in a certain space direction. The numerical model can henceforth be limited to
the investigation of a 2-D geometry, contained in a plane which is perpendicular to the latter
direction. There are two types of symmetry leading to a 2-D study: the translation symmetry
(see Figure 3.2a) and the axial symmetry (see Figure 3.2b). In the first case, the modeled
geometry remains unchanged along an axis perpendicular to the study plan (corresponding to
x−y on the figure). In the second case, this geometry remains unchanged during a revolution
around an axis belonging to the study plan (corresponding to z on the figure).

(a) (b)

Figure 3.2: (a) Translation and (b) axial symmetries [103]

When such a simplification occurs, the formulation is reduced to a scalar equation. As a
matter of fact, the magnetic vector potential a and the source current density js are system-
atically oriented in a direction perpendicular to the study plan. The only unknowns are their
respective modules a and js and the formulation becomes

div (ν grad a)− σ∂a
∂t
− σgrad v = −js (3.26)

Beside reducing the computational complexity of the problem and increasing the easiness
of the geometry conception, a 2-D model provides numerous advantages for observing and
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interpreting the results, since the vector b and h are contained in the study plan. Moreover,
in general (i.e. in 3-D), the magnetic vector potential has no direct physical meaning. In a
2-D system, one can demonstrate that the iso-value contours of the module a (for a transla-
tion symmetry) or of the product r · a (for an axial symmetry, with r the distance from the
revolution axis) correspond to the fields lines (i.e. the path of the magnetic flux). Also, the
Coulomb’s gauge is always verified in 2-D, ensuring the uniqueness of the solution.

Finally, in 2-D as well as in 3-D, one can take a clever profit from other types of symmetry
(e.g. orthogonal or central symmetries) for modeling only a portion of the 2-D or the 3-D
system, the latter portion corresponding to the sole geometry of the symmetry pattern. In
this instance, the adequacy of the solution is guaranteed by the imposition of appropriate
boundary conditions.

3.2.5 Boundary conditions

As for any problem defined by partial differential equations on a bounded domain Ω, the
uniqueness of the solution must be guaranteed by the application of conditions on the its
boundary Γ, in addition to the aforementioned gauge condition. There are no less than three
types of boundary conditions

- the Dirichlet (or first-type) boundary conditions, which fix the tangential component
of the magnetic vector potential n×a and thus the normal component of the magnetic
flux density n · b on a boundary portion Γe ⊂ Γ ;

- the Neumann (or second-type) boundary conditions, which fix the tangential component
of the magnetic field n× h on a boundary portion Γh ⊂ Γ ;

- the Robin (or third-type) boundary conditions, which are a relation between a first-
and a second-type boundary conditions and are not employed in this thesis (so that
Γe ∪ Γh = Γ).

One can note that the boundary portions which are subject to concomitant Dirichlet and
Neumann boundary conditions are said to be subject to mixed boundary conditions. Since
Dirichlet conditions are strongly verified, the boundary portions associated with a mixed
boundary conditions are included in Γh.

A homogeneous Dirichlet boundary condition n × a = 0 accounts for a magnetic insulation
as the normal component of b is cancelled on the related boundary (and the corresponding
magnetic flux is zero across the boundary). The latter condition is imposed on the external
limits of the studied domain and on lines of symmetry1 (e.g. the axis of an axial symmetry).
A homogeneous Neumann boundary condition n×h = 0 (called a natural condition) imposes
the perfect perpendicularity between the magnetic field h and the related boundary. The
latter condition is imposed on lines of anti-symmetry. The development of the finite-element
method applied to a - v magnetodynamics will further show that natural conditions are im-
plicitly verified.

In this thesis, non-homogeneous Neumann boundary conditions are used for imposing an
external source magnetic field hs acting on certain portions of Γh. For generality purposes,
the notation n×h = n×hs is employed with n×hs equal to zero when a natural condition
is required.

1The type of symmetry must be chosen in accordance with the geometric symmetry, but also with the
direction of the source current density in the problem since the latter are influencing the distribution of the
fields.
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3.3 Mathematical structure of the Maxwell’s equations

The finite-element method aims to propose a discrete mathematical structure destined to
enable the numerical resolution of electromagnetic problems. Witnessing the adequacy of
such a discrete structure requires to highlight the main properties of the Maxwell’s equations
mathematical structure in the continuous domain. A brief analysis of the main characteristics
of the latter structure is proposed in this section, as a precise analysis is out of the scope of
this applicative thesis.

The Maxwell’s equations are naturally hosted by a continuous mathematical structure called
the De Rham’s complex. Let L2(Ω), respectively L2(Ω), be the space of square-integrable
scalar, respectively vector, fields on the domain Ω. The complex (relative to the boundary2)
is composed by two sub-spaces F 0(Ω) and F 3(Ω) of L2(Ω), by two sub-spaces F 1(Ω) and
F 2(Ω) of L2(Ω) and by three differential operators (grad, curl and div) defined on Ω.

In the De Rham’s structure, each operator is defined on a sub-space, with

Dom(grad) = F 0(Ω) Dom(curl) = F1(Ω) Dom(div) = F2(Ω)

so that the image of each sub-space by each operator is included in another subspace, i.e.

grad F 0(Ω) ⊂ F1(Ω) curl F1(Ω) ⊂ F2(Ω) div F2(Ω) ⊂ F 3(Ω)

Consequently, the complex forms a sequence formalized by

F 0(Ω)
grad−−−→ F1(Ω)

curl−−→ F2(Ω)
div−−→ F 3(Ω) (3.27)

The electromagnetic fields and potentials as described and coupled by the Maxwell’s equations
fit perfectly in this structure. As a matter of fact, one can validate the coherence of the
following sequence

v ∈ F 0 grad−−−−−−→
cf. (3.15)

e and a ∈ F1(Ω)
curl−−−−−−−−−−→

cf. (3.2) & (3.12)
b ∈ F2(Ω)

div−−−−−→
cf. (3.3)

0 (3.28)

The uniqueness of the solution to the Maxwell’s equations is guaranteed by the exactness
properties of the complex of De Rham. The objective of the finite-element method is the
definition of a discrete mathematical structure mimicking the De Rham’s complex for trans-
posing those properties in the discrete domain.

Remark. The electromagnetic fields and potentials sequence presenting above is particularly
focused on the a - v magnetodynamics formulation. However, the complex of De Rham homes
actually the complete set of Maxwell’s equations, leading to enriched inclusions of the different
vector field spaces. However, the sole sequence (3.28) is sufficient for the understanding of
the following developments, focused on magnetodynamics.

2The operators as well as the complete complex are relative to the boundary Γ in order to comply with
the problem boundary conditions. The rigorous notation requiring to index the spaces and operators with the
boundary Γ is however dropped here for simplicity purposes.
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3.4 Finite-element method

The finite-element method enables the numerical resolution of vector and partial differential
equations for advanced problems. Polyvalent, this method is widely employed in applied
sciences, notably for the numerical modeling of mechanic, thermic and electromagnetic prob-
lems. Based on advanced concepts from the differential geometry theory, the finite-element
method is broadly outlined here in its practical essence, for a sharper understanding of the
modeling challenges and for the appraisal of the adequacy of the original contributions pro-
posed in this thesis.

The finite-element method is based on a double discretization of the partial derivative prob-
lem, involving synergistically

- a spatial discretization, via a meshing process which decomposes the geometry of the
investigated system in a finite set of geometrical elements ;

- a mathematical discretization, via the definition of discrete function spaces allowing
the natural expression of the fields and potentials on the discretized geometry, thanks
notably to a structure analogous to the De Rham’s complex called the Whitney’s com-
plex.

The method takes its name from the finite elements, each one being both geometric and
mathematical entity described by three fundamental features, namely

- a domain of space K corresponding to an elementary portion of the system obtained
from the spatial discretization ;

- a function space PK of finite dimension nK defined on the domain K ;

- a set ΣK of nk degrees of freedom represented by nk linear functionals φi (with 1 ≤ i ≤
nk) defined in PK .

Therefore, the discrete approximation uk of any function u ∈ PK is uniquely defined by the
related degrees of freedom φi(u) via an interpolation of the type

uk =

nk∑
i=1

φi(u) · pi (3.29)

with pi for 1 ≤ i ≤ nk, the basis function of the function space PK . The finite-element space
is the union of all the system finite elements, ensuring that the union of their respective
domains are filling the system geometry and that continuity conditions are respected on the
elements boundaries.

3.4.1 Spatial discretization of the geometry

For complying with the finite size of the computational memories, the geometry of the studied
system requires to be discretized. Hence, the domain Ω is partitioned in a finite set of
geometrical sub-domains Ωe presenting an elementary shape (defined by a few vertices only),
called elements. Some of the common elements shapes are presented on Figure 3.3. The entire
set of elements is called the mesh and its creation process based on the system geometry is
called the meshing. Depending on the elements shapes, the mesh can be structured (with an
orderly arrangement of prisms or hexahedrons in 3-D or quadrangles in 2-D) or unstructured
(with a disorderly arrangement of elements, often tetrahedrons in 3-D or triangles in 2-D).
More arduous to control, the unstructured meshes are nevertheless extremely popular due
to the larger fields of applications provided by their better fitting to curved geometries.

48



Contemporarily, numerous meshing algorithms have been proposed and implemented. In
this thesis, all the meshes have been generated using the Delaunay’s algorithm included in
the computer-assisted-design (CAD) software GMSH [74].

Figure 3.3: Common elements shapes in 3-D (up) and 2-D (down) [103]

3.4.2 Mathematical discretization of the fields

As electromagnetic quantities are scalar fields or vector fields defined in space, the discretiza-
tion of the system geometry implies the necessity to express those fields on the discretized
domain. The sophistication of the mathematical structure hosting the Maxwell’s equations
in the continuous domain (i.e. the complex of De Rham) has been outlined in the previous
section. Reproducing such a complex structure in the discrete domain by using conven-
tional projection techniques (such as the projection in an orthonormal basis) would lead to
a complex reformulation of the problem. Therefore, Hassler Whitney has proposed to use
geometrical entities from the mesh (i.e. nodes, edges, facets and volumes) to build discrete
function spaces forming a sequence replicating the complex of De Rham and thereby able to
host the Maxwell’s equations in the discrete domain. The fields and potentials properties are
hence naturally conserved during the transition from the continuous level to the discrete level.

For clarity purposes, the description of the Whitney’s elements requires a clear formalism for
identifying the nodes, edges, facets and volumes from the mesh. The set of nodes N contains
NN nodes ni with 1 ≤ i ≤ NN . The set of edges E contains NE edges eij linking the nodes i
and j with 1 ≤ i, j ≤ NN and i 6= j. The set of facets F contains NF facets fijk(l) formed by
the nodes i, j and k (for triangle) and eventually l (for quadrangles) with 1 ≤ i, j, k(, l) ≤ NN
and i 6= j 6= k (6= l). The set of volume V contains NV volumes v with 1 ≤ v ≤ NV , each one
being associated with a finite element.

Nodal elements

The description of Whitney’s nodal elements is based on the definition of continuous and
scalar basis functions sni (associated with each node ni ∈ N ) such that

sni = 1 at node ni (3.30)

sni = 0 at node nj with j 6= i

Between two nodes, on the elements involving ni, the function sni presents a linear evolution
(for first order nodal elements) or a quadratic evolution (for second order nodal elements),
etc. One can note that sni is different from zero only on the elements including the node
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i. Considering the totality of the nodes, the functions sni employed as basis functions gen-
erate a scalar function space S0(Ω) of finite dimension NN in which a scalar field u can be
approximated by û with

û =
∑
i∈N

sniuni (3.31)

where the uni are the NN degrees of freedom associated with the Whitney’s nodal elements,
corresponding to the value of u on the node ni.

Figure 3.4: Representation of the sni scalar field for nodal elements [104]

Edge elements

The description of the Whitney’s edge elements is based on the definition of continuous and
vector basis functions seij (associated with each edge eij in E) such that

seij = snj grad
∑

r∈NF,jī

snr − sni grad
∑

r∈NF,ij̄

snr (3.32)

with NF,mn̄ the set of nodes forming the facet including m but not n. One can note that seij
is different from zero only on the elements including the edge eij . Moreover, the circulation
of seij is unitary on eij and equal to zero on the other edges. Considering the totality of the
edges, the functions seij employed as basis functions generate a vector function space S1(Ω)
of finite dimension NE in which a vector field u can be approximated by û with

û =
∑
eij∈E

seijueij (3.33)

where the ueij are the NE degrees of freedom associated with the Whitney’s edge elements
corresponding to the circulation of u on the edges eij .

Facet elements

The description of the Whitney’s facet elements is based on the definition of continuous and
vector basis functions sfijk(l)

(associated with each facet fijk(l) in F) such that

sfijk(l)
= af

nf∑
c=1

snqc

grad
∑

r∈NF,qcq̄c+1

snr

 ∧
grad

∑
r∈NF,qcq̄c−1

snr

 (3.34)

where af = 2 for a triangular facets or af = 1 for a quadrangular facet, nf is the number of
the facet fijk(l) vertices and the set of index {q1, q2, q3} = {i, j, k} for a triangular facet and
{q1, q2, q3, q4} = {i, j, k, l} for a quadrangular facet. The latter sequence of indexes qc are
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Figure 3.5: Representation of the seij vector field for edge elements [104]

circular, with q0 = qnf and qnf+1 = q1. One can note that sfijk(l)
is different from zero only

on the elements including the facet fijk(l). Moreover, the flux of sfijk(l)
is unitary through

fijk(l) and equal to zero through any other facet. Considering the totality of the facets, the
functions sfijk(l)

employed as basis functions generate a vector function space S2(Ω) of finite
dimension NF in which a vector field u can be approximated by û with

û =
∑

fijk(l)∈F
sfijk(l)

ufijk(l)
(3.35)

where the ufijk(l)
are the NF degrees of freedom associated with the Whitney’s facet elements,

corresponding to the flux of u trough the facets fijk(l).

Figure 3.6: Representation of the sfijk vector field for facet elements [104]

Volume elements

The description of the Whitney’s volume elements is based on the definition of discontinuous
and scalar basis function sv (associated with each volume v in V) such that

sv = 1/vol(v) (3.36)

where vol(v) is the volume of the considered element. Considering the totality of the volumes,
the functions sv employed as basis functions generate a scalar function space S3(Ω) of finite
dimension NV in which a scalar field u can be approximated by û with

û =
∑
v∈V

svuv (3.37)

where the uv are the NV degrees of freedom associated with the Whitney’s volume elements.
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Analogy with the De Rham’s complex

An advanced analysis of the basis functions (3.30), (3.32), (3.34) and (3.36) demonstrates the
underlying cleverness behind the Whitney’s elements.

On the one hand, one can prove that the discrete function spaces S0(Ω), S1(Ω), S2(Ω) and
S3(Ω) are embedded one in the other following

grad S0(Ω) ⊂ S1(Ω) curl S1(Ω) ⊂ S2(Ω) div S2(Ω) ⊂ S3(Ω)

The Whitney’s elements function spaces can therefore be arranged in a mathematical sequence
analogous to the De Rham’s complex (called the Whitney’s complex), formalized as

S0(Ω)
grad−−−→ S1(Ω)

curl−−→ S2(Ω)
div−−→ S3(Ω) (3.38)

By noting Pi the projection map from F i(Ω) to Si(Ω), di the differential operator (i.e. grad,
curl or div in the continuous domain) between F i(Ω) and F i+1(Ω) and Di the differential
operator (i.e. grad, curl or div in the discrete domain) between Si(Ω) and Si+1(Ω), one has
(see Figure 3.7)

Pk+1dk = DkPk (3.39)

and the complexes of De Rham and of Whitney are isomorphic. This isomorphic relation
demonstrates the mathematical relevance of using Whitney’s elements to interpolate the
electromagnetic fields and potentials.

F 0(Ω) F 1(Ω) F 2(Ω) F 3(Ω)

S0(Ω) S1(Ω) S2(Ω) S3(Ω)

P0

d0

P1

d1

P2

d2

P3

D0 D1 D2

Figure 3.7: Relations between the spaces of De Rham and of Whitney

On the other hand, Whitney’s elements ensure the conformity of the fields and potentials in
the finite-element spaces S0(Ω), S1(Ω), S2(Ω) and S3(Ω). As a matter of fact, the Whitney’s
basis functions definitions imply

- the continuity of the sni through the elements facets ;

- the continuity of the tangential traces of the seij through the elements facets ;

- the continuity of the normal traces of the sfijk(l)
through the elements facets ;

- the discontinuity of the sv through the elements facets.

The conformity of spaces yielded by Whitney elements is fundamental for an adequate projec-
tion of the fields on the discrete geometry. Hence, the potential v (continuous at interfaces),
the potential a or the electric field e (conserving their tangential component) and the mag-
netic flux density b and current density j (conserving their normal component) are naturally
and respectively projected on nodal, edge and facet elements.
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3.4.3 Establishing the system of equations

Up to this point, we have demonstrated how the finite-element method combines adequately
a spatial and a mathematical discretizations for expressing the field with a finite number
of degrees of freedom. Solving the problem requires to ease the partition of its formulation
on the elements. Indeed, the conventional formulation of a problem described by partial
differential equations on a bounded domain is difficult to transpose on a discrete domain.
Therefore, the differential formulation is transformed in an equivalent integral formulation,
directly decomposable on the discretized domain. To that end, various methods are available,
among which the variational method or the weighted residual method. The latter is more
general and more systematic than the former and is preferred in this thesis (even if the former
provides a direct physical intuition in some cases).

Let consider a partial differential equations problem involving a vector field u belonging to
the space of square-integrable vector fields (u ∈ L2(Ω)) as unknown. The latter problem can
be described by the general following general form

L u = f on the domain Ω (3.40)

B u = g on the boundary Γ (3.41)

where L and B are some operators defined on Ω and relative to Γ. When the exact solution
u is replaced by an approximation û, an error R (also called a residual) is committed with

R û = (L û− f) + (B û− g) (3.42)

The weighted residual method stipulates that the residue R is null (i.e. that û = u) if the
solution û verifies [102]∫

Ω
(L û− f) ·w dΩ −

∮
Γ

(B û− g) ·w dΓ = 0 ∀w ∈ L2(Ω) (3.43)

where the weights w are any square-integrable vector fields. As each w aims to ”test” the
cancellation of the weighted residue, the functions w are often called the test-functions. One
can notice that the portion of Γ subject to a Dirichlet boundary condition does not have to be
tested as the unknown u is directly fixed by such a condition. The test-functions are there-
fore null on the related boundary portion. The expression (3.43) is an integral description of
the problem which is completely equivalent to the initial differential description. Despite the
absence of any loss in strength, the latter expression is usually called the weak form of the
problem by abuse of terms. This has to do with the fact that the form (3.43) is supposed to
be weakly verified (i.e. verified as best as possible) on the domain by a numerical resolution
method involving a finite number of degrees of freedom.

In the context of the finite-element method, the system of equations is obtained by de-
scribing the unknown field(s) via the finite elements with a finite number Ndof of degree
of freedoms, and by testing the formulation residue using Ndof different test-functions wi

(with 1 ≤ i ≤ Ndof ). A number of Ndof equations for Ndof numerical unknowns are hence
defined. Implementing a particular weighted residual method reverts to define a method for
choosing the test-functions. In this thesis, the Galerkin’s method is employed since it is most
popular method in the framework of the finite-element method. It consists in choosing the
test-functions among the basis functions of the space Si(Ω) (with 0 ≤ i ≤ 3) related with the
type of Whitney’s element employed for the approximation of the unknown.
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For readability purposes, the mathematical expression of weak formulations is lightened by
agreeing on the following notation

∫
Ω

f · g dΩ = (f,g)Ω

∫
Γ

f · g dΓ = 〈f,g〉Γ with f,g ∈ L2(Ω)

3.5 Finite-element method for a - v magnetodynamics

In this section, the principles of the finite-element method are implemented on the a - v
magnetodynamics formulation. The developments presented here describe the classical a - v
magnetodynamic implementation of the method, employed here as a state-of-the-art brute-
force approach. After discussing the limitations of this approach, adequate modifications in
the method will be proposed and implemented.

3.5.1 Weak form

An equivalent description of the magnetodynamic problem is obtained by applying the
weighted residual method to the a - v magnetodynamic differential formulation (3.18) on
Ω and to the Neumann or mixed boundary conditions implying n ∧ h = n ∧ hs on Γh. The
terms of (3.18) being homogeneous to the electric field e, the test-functions - denoted e’ -
are chosen in the space F 1

e (Ω) which corresponds to the space F 1(Ω) including the Dirichlet
conditions on Γe. Hence, the weak form for a - v magnetodynamics must ensure that

(curl (ν curl a) , e’)Ω + (σ∂ta + σgrad v, e’)Ω

− (js, e’)Ω − 〈n ∧ h− n ∧ hs, e’〉Γh = 0 ∀e’ ∈ F 1
e (Ω) (3.44)

The differentiation order (and thus the continuity requirements) on a in the first left-hand-side
term can be decreased by applying the Green’s theorem

(curl (ν curl a) , e’)Ω = (ν curl a , curl e’)Ω + 〈n ∧ ν curl a︸ ︷︷ ︸
h

, e’〉Γ (3.45)

Introducing (3.45) in (3.44) and recalling that e’|Γe= 0, that σ is non-zero on Ωc only and
that js is non-zero on Ωs only, one has

(ν curl a, curl e’)Ω + (σ∂ta + σgrad v , e’)Ωc

− (js , e’)Ωs
+ 〈n ∧ hs , e’〉Γh = 0 ∀e’ ∈ F 1

e (Ω) (3.46)

According to the properties of the De Rham’s complex, the field of weight e’ can be de-
composed in the sum of two vector fields a’ ∈ F 1

e (Ω) and grad v′ ∈ F 1
e (Ω) with v′ ∈ F 0

e (Ω)
(corresponding to the space F 0(Ω) including the Dirichlet conditions on Γe). Using those
test-functions a’ and v′, solving an electromagnetic problem consists in finding a ∈ F 1

e (Ω)
and v ∈ F 0

e (Ω) so that

(ν curl a, curl a’)Ω + (σ∂ta + σgrad v ,a’)Ωc

− (js ,a’)Ωs
+ 〈n ∧ hs ,a’〉Γh = 0 ∀a’ ∈ F 1

e (Ω) (3.47)

(
σ∂ta + σgrad v, grad v′

)
Ωc

−
(
js , grad v′

)
Ωs

+ 〈n ∧ hs , grad v′〉Γh = 0 ∀v′ ∈ F 0
e (Ω) (3.48)
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3.5.2 Spatial and fields discretizations

For taking profit from the structural and the conformity properties of the Whitney’s elements,
the vector field a is projected on edge elements (i.e. a ∈ S1

e (Ω), with S1
e (Ω) corresponding to

the space S1(Ω) including the Dirichlet conditions on Γe) and the scalar field v is projected
on nodal elements (i.e. v ∈ S0

e (Ω), with S0
e (Ω) corresponding to the space S0(Ω) including

the Dirichlet conditions on Γe). The fields a and v are respectively expressed on the domain
Ω as

a =
∑
eij∈E

seijaeij (3.49)

v =
∑
ni∈N

snivni (3.50)

with a total of Ndof = NE+NN degrees of freedom. Moreover, the formulation (3.47)-(3.48) is
transposed in the discrete domain by applying the Galerkin’s method, consisting in choosing
the functions a’ among the seij ∈ S1

e and the functions v′ among the sni ∈ S0
e (Ω). The

numerical resolution of an electromagnetic problem consists therefore in finding a ∈ S1
e (Ω)

and v ∈ S1
e(Ω) verifying

(
ν curl a, curl seij

)
Ω

+
(
σ∂ta + σgrad v , seij

)
Ωc

−
(
js , seij

)
Ωs

+ 〈n ∧ hs , seij 〉Γh = 0 ∀seij ∈ S1
e (Ω) (3.51)

(σ∂ta + σgrad v, grad sni)Ωc

− (js , grad sni)Ωs
+ 〈n ∧ hs , grad sni〉Γh = 0 ∀sni ∈ S0

e (Ω) (3.52)

This discrete formulation allows to define NE independent equations of type (3.51) and NN
independent equations of type (3.52) for solving the Ndof = NE +NN degrees of freedom. A
system of Ndof equations for Ndof unknowns is obtained. For a test-function semn ∈ S1

e (Ω),
an equation of type (3.51) can be written as follows∑

eij∈E
aeij (ν curl seij , curl semn)Ω +

∑
eij∈E

∂taeij (σseij , semn)Ωc

+
∑
ni∈N

vni(σgrad sni , semn)Ωc = (js , semn)Ωs
− 〈n ∧ hs , semn〉Γh (3.53)

By definition of the Whitney’s basis function, the majority of the terms in the latter equation
is zero. As a matter of fact, seij and semn are simultaneously different from zero if the edges
eij and emn are belonging to a common element, whereas sni and semn are simultaneously
different from zero if the node ni and the edge emn are belonging to a common element. The
same remark can be reiterated for an equation of type (3.52) tested by snp ∈ S0

e (Ω), with∑
eij∈E

∂taeij
(
σseij , grad snp

)
Ωc

+
∑
ni∈N

vni
(
σgrad sni , grad snp

)
Ωc

=
(
js , grad snp

)
Ωs
− 〈n ∧ hs , grad snp〉Γh (3.54)

where seij and snp are simultaneously different from zero if the edge eij and the node ni are
belonging to a common element, whereas sni and snp are simultaneously different from zero
if the nodes ni and np are belonging to a common element.
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The resulting system of equation can be written as

[K] · [e] = [fs] (3.55)

where the matrix K is called the stiffness matrix. Due to the aforementioned cancellation
of the majority of terms in (3.53) and (3.54), the latter matrix is sparse. A further analysis
demonstrates that the stiffness matrix is also symmetric and positive-definite. Those proper-
ties are particularly interesting for the numerical resolution of the system of equations, which
is expected to be less cumbersome.

3.5.3 Strong coupling with an external circuit

Beyond identifying the parameters of WPT windings at the circuit level, the virtual laboratory
developed here must render the windings impact at the fields level during the operation of the
WPT system. The modeling of a resonant WPT system requires thus to associate the a - v
magnetodynamic formulation with circuit relations, directly embedded in the finite-element
system of equations (i.e. implementing a strong coupling with an external circuit). Dular et
al. have proposed a general and natural method for achieving such a strong coupling [69].
The latter method is described here and will be extended in Chapter 4 to formulations using
surface impedance boundary conditions, as an original contribution of this thesis.

Defining constraints on global quantities

The subtlety behind the incorporation of circuit relations in an electromagnetic problem
consists in expressing at the local level constraints on global quantities, such as the circuit
voltage or current. An approach for doing so proposes to insert an electromotive force between
two infinitely close cross-sections representing the electrodes of a conductor Ωi

c ∈ Ωc (with
1 ≤ i ≤ Nc and Nc the number of conductors), as shown in Figure 3.8. The volume Ωi

g

between those electrodes is extracted from the domain Ω and connected to an external source
or circuit, as shown in Figure 3.8. Let Vi and Ii be the voltage between the electrodes and the
current across one or the other electrode, respectively. By denoting Γig the latter electrode,
one has ∫

γi

e dl = Vi and

∫
Γig

n · j ds = Ii (3.56)

where γi is any path in Ωi
g connecting the electrodes, dl is an element of contour tangential

to γi and ds is an element of surface.

Figure 3.8: Electromotive force definition in a conductor Ωi
c
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Thanks to the properties of the De Rham’s complex, the global quantities Vi and Ii can
be easily and naturally introduced in the a - v magnedodynamic formulation which, as a
reminder, is

(ν curl a, curl a’)Ω + (σ∂ta + σgrad v ,a’)Ωc

− (js ,a’)Ωs
+ 〈n ∧ hs ,a’〉Γh = 0 ∀a’ ∈ F 1

e (Ω) (3.47)

(
σ∂ta + σgrad v, grad v′

)
Ωc

−
(
js , grad v′

)
Ωs

+ 〈n ∧ hs , grad v′〉Γh = 0 ∀v′ ∈ F 0
e (Ω) (3.48)

As a matter of fact, the inclusion of grad F 0
e (Ω) in F 1

e (Ω) ensures that the formulation
(3.47) implies systematically the formulation (3.48). As a consequence, the magnetodynamic
problem can be segmented in two successive sub-problems allowing to introduce successively
and respectively the voltage as a strong global quantity and the current as a weak global
quantity. One can note that the aforementioned implication is ensured by using Whitney’s
edge elements for the projection of a and Whitney’s nodal elements for the projection of v.

Voltage as a strong global quantity

The first sub-problem consists in determining for each conductor Ωi
c a source electric scalar

potential vi0 defined on Ωi
c corresponding to the apparition of a unitary voltage across the

electrodes of the conductor Ωi
c so that the electric scalar potential v can be expressed as

v =

Nc∑
i=1

Vi · vi0 (3.57)

The source electric scalar potential vi0 can be obtained by the resolution of an electrokinetic
pre-problem for each conductor Ωi

c. However, for avoiding those electrokinetic problems,
Dular et al. have proposed a generalized source electric scalar potential, which can be defined
as the sum of the nodal basis functions on the electrode Γig, i.e.

vi0 =
∑
ni∈Γig

sni (3.58)

According to the characteristics of the nodal basis functions sni , the generalized source elec-
tric scalar potentials are supported only by the layer of elements adjacent to Γig in Ωi

c and
are decreasing from one on Γig to zero at the end of this layer. Using the latter generalized
potentials does not impact the exactness of the global problem solution, but the evolution of
the electric scalar potential v inside each conductor is not physical anymore. Nevertheless,
this reinterpretation appears to be an optimal choice as it avoids pre-computations and yields
an improved bandwidth in the related system of equations, as discussed in [69].

The second sub-problem requires to solve the weak form (3.47) where the voltages Vi have
replaced the potential v as unknowns, thanks to the definition of the source electric scalar
potential (3.57), i.e.3

(ν curl a, curl a’)Ω + (σ∂ta,a’)Ωc
+

Nc∑
i=1

Vi
(
σgrad vi0 ,a’

)
Ωc

+ 〈n ∧ hs , semn〉Γh = 0 ∀a’ ∈ F 1
e (Ω) (3.59)

3The source term js is assumed to be zero for the purpose of writing simplicity. Nevertheless, this source
term is by no means incompatible with the present formulation.
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Projecting a on edge elements and applying the Galerkin’s method yields NE equations, i.e.∑
eij∈E

aeij
(
ν curl seij , curl semn

)
Ω

+
∑
eij∈E

∂taeij
(
σseij , semn

)
Ωc

+

Nc∑
i=1

Vi
(
σgrad vi0 , semn

)
Ωc

+ 〈n ∧ hs , semn〉Γh = 0 ∀semn ∈ F 1
e (Ω) (3.60)

The problem comprises NE degrees of freedom aeij and Nc degrees of freedom Vi, whereas
(3.60) provides NE equations. The problem must be completed by defining as many circuit
relations (involving the current Ii) as there are conductors in the domain.

Circuit relations (current as a weak global quantity)

The current Ik flowing in a conductor Ωk
c appears naturally by developing the formulation

(3.48) where the test-functions v′ are the generalized source electric scalar potentials vk0 . One
has(

σ∂ta + σgrad v, grad vk0

)
Ωc

+ 〈n ∧ hs , grad vk0 〉Γh = 0 ∀k with 1 ≤ k ≤ Nc (3.61)

with a boundary term which can be decomposed by using vector analysis rules

〈n ∧ hs , grad vk0 〉Γh =

∫
Γh

n · curl
(
hs · vk0

)
dΓ−

∫
Γh

n · curl (hs) · vk0 dΓ (3.62)

The first right-hand-side term is zero since the application of the Stokes theorem transforms
the latter term in an contour integral on the boundary of Γh, which is non-existent since Γh
is a closed surface. The second right-hand-side term is equal to the current Ik. Indeed, by
definition of the generalized source electric scalar potentials, vk0 is different from zero only on
Γkg , where it is equal to one. Therefore, one has

〈n ∧ hs , grad vk0 〉Γh = −
∫

Γkg

n · curl (hs) dΓ (3.63)

where hs is associated, as a reminder, with the imposition of an external magnetic field on
the boundary of the domain Ω. The curl of hs can be interpreted as an external current
density jext imposed by an external circuit on Γkg so that

〈n ∧ hs , grad vk0 〉Γh = −
∫

Γkg

n · jext dΓ = Ik (3.64)

where Ik is a current entering the conductor (i.e. opposite to the exterior normal n). The
formulation expressed in terms of a and the voltages Vi (3.60) is therefore completed by the
definition of Nc circuit relations, developed from the introduction of (3.64) in (3.61). One
has, ∀k with 1 ≤ k ≤ Nc

Ik +
∑
eij∈E

∂taeij

(
σseij , grad vk0

)
Ωc

+

Nc∑
i=1

Vi

(
σgrad vi0 , grad vk0

)
Ωc

= 0 (3.65)

Due to the fact that vk0 is different from zero only on Ωk
c , the latter expression can be simplified

as follows, again ∀k with 1 ≤ k ≤ Nc

Ik +
∑
eij∈E

∂taeij

(
σseij , grad vk0

)
Ωkc

+ Vk

(
σgrad vk0 , grad vk0

)
Ωkc

= 0 (3.66)

Additional and external circuitry can be added to the problem by defining the V -I relations
for each circuit component (e.g. resistances, inductances or capacitances), by defining V or I
sources and by relating this assembly with network constraints (specifying how the external
components and the finite-element conductors are interconnected).
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3.6 Generalized Partial Element Equivalent Circuit method

For reducing the computational burden associated with the conventional 3-D finite-element
modeling of the planar coils, the partial element equivalent circuit (PEEC) method is envi-
sioned. As described hereunder, this method presents several features complying elegantly
with the framework of WPT windings modeling. Since the PEEC method is subject to ongo-
ing researches and developments in the Grenoble Electrical Engineering Laboratory (G2ELab)
notably, we have taken profit from our collaboration with the latter laboratory for experi-
menting the recent advances in PEEC modeling (more precisely the generalized inductive
PEEC method) on a WPT system. The theoretical development of the generalized PEEC
method is proposed above.

3.6.1 General discussions about the PEEC method

Initially proposed by Hoer and Love [107] in 1965 and developed by Ruehli [108] during the
1970s, the principle of the PEEC method is to transpose an electromagnetic problem from
the electromagnetic domain to the circuit domain. To this end, the conducting domains
are spatially discretized in small parallelepipeds of which the electromagnetic behaviour and
interactions are represented by partial lumped elements, determined (semi-)analytically via
integral formulations (e.g. using the Biot-Savart law). The adequate interconnection of those
partial elements results in an electrical circuit equivalent to the electromagnetic system.

Compliance with the WPT windings modeling problem

By definition, the PEEC method displays two main features complying with the modeling
of WPT windings. On the one hand, its integral formulation is well-suited for free-space
simulations as it accounts for the remote effects of the conducting parts without requiring
the explicit discretization of the ambient non-conducting medium. This feature is especially
elegant in the context of WPT. Firstly, the fields are expanding in the air surrounding the
windings and must be taken into account, which can be cumbersome with non-integral method
such as the finite-element method (especially in 3-D). Secondly, the appropriate modeling of
the eddy-current effects requires to finely mesh the conductors boundaries, and therefore the
air in direct vicinity when it has to be modeled. The application of the PEEC method to
WPT windings is expected to avoid the inclusion of the major part of the system (i.e. the
ambient air) in the model, with a drastic decrease in the number of elements and of degrees of
freedom. Furthermore, the natural and physical circuit interpretation of the PEEC method
is an important asset for the coupling of the windings electromagnetic model with an external
circuit.

Generalization of the PEEC method

Originally proposed with partial inductances only, the PEEC formulations are nowadays
accounting for the resistive and the capacitive natures of the investigated system. In this
thesis, the magnetodynamic problem is tackled via the inductive PEEC method which com-
putes the partial resistances, self-inductances and mutual inductances for each element of the
mesh. Based on the conventional notation for the latter circuit components, this method is
also called the RLM PEEC method.

Due to the analytical approach for the determination of the partial circuit elements, the con-
ventional PEEC implementations are submitted to heavy constraints relative to their domain
of applicability. Hence, its applicability is limited to thin conducting regions (with a skin
depth larger than the conductors thickness) discretized in a quadrangular structured mesh.
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Consequently, it has been largely and almost exclusively implemented for bus-bars, electronic
tracks and interconnections in the context of digital electronics, and more recently of power
electronics.

Over the last decades, the progresses of computational tools have paved the way to the
resort to more complex numerical processes for diversifying and extending the scope of the
PEEC method. More particularly, Nguyen et al. have recently proposed to generalize the
implementation of the inductive PEEC method to unstructured meshes for extending its scope
of application to volume domains with geometries presenting an industrial complexity [70].
Several methods combining the finite-element method for the projection of the fields with
an integral formulation leading to a PEEC interpretation have been proposed. Notably,
edge elements for the projection of the electric vector potential t and facet elements for
the projection of the current density j have been investigated. In contrast with the former
solution, the latter is applicable to multiply connected domains, like the conductors considered
in this thesis. This approach is therefore applied to the WPT windings modeling, with
a double scientific interest, i.e. the research of an innovative modeling method for those
windings and the proposition of another applicative example for the generalized inductive
PEEC method.

3.6.2 Generalized inductive PEEC method using Whitney’s facet elements
for the projection of the current density

The generalized inductive PEEC method is developed here for problems involving conducting
and non-magnetic domains. It is based on an integral formulation ensuing from the expression
of the electric field e as a function of the magnetic vector potential a and electric scalar
potential v in the frequency domain, i.e.4

e = −jωa− grad v (3.67)

Since the domain of definition is limited to the conductors, the Ohm’s law is verified every-
where, so that the electric field e can be expressed via the current density j with e = j/σ.
The formulation becomes

j

σ
= −jωa− grad v (3.68)

In absence of magnetic material (which would influence the shape of the field lines), the
magnetic vector potential a can be analytically derived from the current density j thanks to
the Biot-Savart law, with

a =
µ0

4π

∫
Ωc

j

r
dΩ (3.69)

with r the distance between the point where a is observed and the source generating the
magnetic field associated with a. By introducing (3.69) in (3.68), the integral formulation of
the problem expressed in terms of j and v is obtained

j

σ
= −jωµ0

4π

∫
Ωc

j

r
dΩ− grad v (3.70)

4The underbar notation discriminating a frequency-domain field phasor from a time-domain field is dropped
for a lighter writing. Nevertheless, each field is actually referring to the field phasor in this development.
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3.6.3 Spatial and current density discretizations

The geometry of the system is discretized using tetrahedron and/or non-straight prisms and
hexahedrons forming an unstructured mesh. The Whitney’s facet elements (as defined in
section 3.4.2) are employed for the projection of the current density j, with

j =
∑

sfijk(l)
∈F

sfijk(l)
· ifijk(l)

(3.71)

The notation ifijk(l)
is not trivial since the degrees of freedom of the current density j projected

on the Whitney’s facet elements are the current through each related facet. For lightening
the following development, the facets are no more indexed with their vertices, but only by an
index i with sfi ∈ F and 0 ≤ i ≤ NF . Certain properties of the facet basis functions sfijk(l)

will be useful for the circuit interpretation of the weak formulation. More particularly, one
can specify that

n · sfi =
1

Sfi
and div sfi =

1

VΩi

(3.72)

with Sfi the surface of the facet fi and VΩi the volume of the element including the facet fi,
assumed to be oriented so that the normal n is exterior to the latter element.

Similarly to the finite-element method, the system of equations is assembled by resorting to
the Galerkin’s method applied on equation (3.70). The discrete problem consists in finding
the degrees of freedom ifi , so that ∀k with 0 ≤ k ≤ NF , one verifies5

NF∑
i=1

ifi

∫
Ωc

sfisfk
σ

dΩ +

NF∑
i=1

ifi
jωµ0

4π

∫
Ωc

sfk

∫
Ωc

sfi
r

dΩ dΩ = −
∫

Ωc

grad v sfk dΩ (3.73)

3.6.4 Circuit interpretation

Focusing on the right-hand-side of expression (3.73), the divergence theorem yields

−
∫

Ωc

grad v sfk dΩ = −
∫

Γc

(n · sfk) v dΓ +

∫
Ωc

div (sfk) v dΩ (3.74)

Firstly, let consider that fk is an internal facet of the system. Then, the first right-hand-side
term of (3.74) is null, as n · sfk is null on any other facet than fk (which is internal and
therefore not included in Γc by assumption). The second right-hand-side term is different
from zero for the elements sharing the facet fk only. By denoting those two elements Ωk,1

and Ωk,2 and by resorting to the properties of facet elements (3.72), this term becomes

−
∫

Ωc

grad v sfk dΩ =

∫
Ωc

div (sfk) v dΩ (3.75)

=

∫
Ωk,1

div (sfk) v dΩ +

∫
Ωk,2

div (sfk) v dΩ (3.76)

=
1

VΩk,1

∫
Ωk,1

v dΩ− 1

VΩk,2

∫
Ωk,2

v dΩ = Ufk (3.77)

which is the difference between the average electrical potential on both sides of the facet fk,
i.e. the voltage Ufk across the internal facet fk.

5The reduced notation for the weak form introduced in section 3.4.3 is not employed here for an easier
interpretation of the mathematical terms.
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Secondly, let consider that fk is an external facet belonging to Γc. Then, the first right-
hand-side term is different from zero only on the facet fk. The second right-hand-side term
is different from zero on the only boundary element VΩk including the facet fk. By once
again resorting to the properties of facet elements (3.72), the right-hand-side term of (3.73)
is therefore simplified to

−
∫

Ωc

grad v sfk dΩ = −
∫
fk

(n · sfk) v dΓ +

∫
Ωk

div (sfk) v dΩ (3.78)

= − 1

Sfk

∫
fk

v dΓ +
1

VΩk

∫
Ωk

v dΩ = Ufk (3.79)

which is the difference between the average electrical potential on the external facet fk and
the boundary element Ωk, i.e. the voltage Ufk across the external facet fk.

Reminding that the degrees of freedom ifi are the currents through each facet fi, each equa-
tion of type (3.73) can be interpreted as a circuit relation

NF∑
i=1

Rik ifi +

NF∑
i=1

jωLik ifi = Ufk (3.80)

where Rik are the resistive terms, defined as

Rik =

∫
Ωc

sfisfk
σ

dΩ (3.81)

and where Lik are the inductive terms, defined as

Lik =
µ0

4π

∫
Ωc

sfk

∫
Ωc

sfi
r
dΩ dΩ (3.82)

The electromagnetic problem is hence interpreted physically as a circuit problem. One can
demonstrates that the circuit nodes are located on the barycenter of each element. Each
node links up with the neighboring nodes via an impedance. External circuit elements can
be coupled to the electromagnetic problem by defining a non-zero average electric poten-
tial on the external facets corresponding to the electrodes. An elementary example of the
transition from the electromagnetic domain to the circuit domain is depicted in Figure 3.9.
Once assembled, the system of equations of a magnetodynamic problem addressed via the
generalized inductive PEEC method is a system of circuit relations like

[Z] · If = ([R] + jω[L])If = Uf (3.83)

where [Z] is an impedance matrix which can be decomposed in a resistive matrix [R] and an
inductive matrix [L], If is the vector of the current through the facets and Uf in the vector
of the voltage across the facets. In the resistive matrix [R], one can notice that each term
results from the product of two facet basis functions. The latter product is different from zero
only if the related facets are belonging to the same element. Similarly to the stiffness matrix
from the finite-element method, the matrix [R] is therefore sparse. In contrast, the inductive
matrix [L] is full and filled by terms resulting from an integral involving the Green’s kernel,
i.e. the expression 1/r.

Before presenting the implementation of both the finite-element and the PEEC methods, one
finds interesting to comment its characteristics in the framework of a numerical resolution for
a clearer comparison with the finite-element method. At the computational level, the fullness
of the inductive matrix and thus of the impedance matrix complicates its resolution. More-
over, and most importantly, the mathematical treatment of the Green’s kernel is particularly
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(a) Academic mesh (b) Associated equivalent circuit

Figure 3.9: Illustration of the circuit interpretation associated with the PEEC method

delicate. Especially, the determination of the self-inductances requires the integration of a
facet element on itself and may lead to singularities. Computed with a Gaussian quadrature
method in the tool provided by the G2ELab, the accurate numerical integration is secured
by the shifting of the Gauss points during the assembly of the problem matrix.

Finally, the equivalent circuit made of partial elements is solved conventionally, using a circuit
solver. Since the resultant circuit is highly meshed, the developers of the tool provided by
the G2ELab have embedded an original pre-processing routine for accelerating the resolution
of the problem via the identification of the independent circuit meshes. More details can be
found in [70].

3.7 Conclusions

This chapter was dedicated to the presentation of the theoretical aspects associated with the
numerical methods employed in this thesis, namely the finite-element method and the gen-
eralized PEEC method. Based on advanced concepts from the differential geometry theory
also employed by the generalized PEEC method, the finite-element method has been broadly
outlined in its practical essence for a sharper understanding of the modeling challenges ad-
dressed in this thesis and for the appraisal of the adequacy of the original contributions
proposed in the following. The analogy between the De Rham’s and Whitney’s complexes
has been addressed in order to demonstrate the clever appropriateness of the use of the finite
elements for the discretization of electromagnetic problems. From a more practical point of
view, the presentation of the different electromagnetic models and of the related assumptions
has permitted to argue the choice of the a - v magnetodynamic formulation for addressing
the modeling of WPT windings in the next chapter. For familiarizing the reader with the
concept and the manipulation of weak forms, the detailed mathematical development of the
conventional a - v magnetodynamic weak form, as well as the latter adaptation in order
to implement a strong circuit coupling have been exposed. Finally, the mathematical de-
velopment of the generalized PEEC formulation has allowed to highlight the direct circuit
interpretation associated with the latter, as well as its intrinsic differences in comparison with
the finite-element method.
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CHAPTER

FOUR

NUMERICAL TESTS AND CONTRIBUTIONS

This chapter is dedicated to the exposition of the numerical tests and on the original devel-
opments contributing to the fulfilment of the first objective of this thesis, pertaining to the
computational electromagnetic modeling of windings involved in resonant WPT. First, the
software architecture employed for implementing the intended virtual laboratory approach
is presented. Then, a progressive approach is adopted, by considering progressively more
complex models (from 2-D to 3-D) using different methods (i.e. the finite-element and the
PEEC methods) and guided by the discussions on the numerical results and performances
associated with the simulations of experimental or academic test-cases, depending on the
burden associated with the method under consideration.

4.1 Software architecture of the virtual laboratory

Beside scientific contributions, a central engineering contribution of this thesis consists in the
development and the coding of a virtual laboratory for the digital prototyping and testing of
WPT windings, with the finite-element method. Concretely, the virtual laboratory approach
relies on a fully parametrized library of models, giving the user the freedom to simulate any
configuration (within the framework of WPT windings). Such an approach requires to em-
ploy software tools and to develop computer codes enabling adaptability and automatization
properties. The software tools used for the development of our virtual laboratory and their
interactions are briefly presented here.

4.1.1 Core of the virtual laboratory

The core of the virtual laboratory is based on two software programs, which are GMSH [74]
and GetDP (for General Environment for the Treatment of Discrete Problem) [75]. Both are
open-source software developed in C++ by a team originating from both the University of
Liège and the Catholic University of Louvain in Belgium.

GMSH handles the conception of geometries and the generation of meshes, thanks to its
computer-aided design (CAD) engine and to different meshing algorithms (subject to numer-
ous customizable options). GetDP is an environment for assembling and solving (using the
PETSC module) weak formulations for partial differential problems in the discrete domain,
and is mainly dedicated to the finite-element method. Interpreting computer codes written
in dedicated languages, GMSH and GetDP offer powerful programming possibilities without
reaching the complexity of a source code, thanks precisely to the dedication of their languages.
The developer may operate at the lowest level of the computational modeling problem by
programming the geometry, the spatial discretization (via the mesh control), the mathemat-
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ical discretization (via the function spaces properties) and the resolution (by specifying the
terms to embed in the formulation, the attributes of the weighted residual method and of
the numerical resolution algorithm, but also custom post-processing). Seeming tedious at
first sight, those possibilities enable nevertheless effective flexibility and modularity features
fitting perfectly with the virtual laboratory concept.

Core libraries containing adaptative GMSH geometry files (presenting the .geo extension)
and GetDP formulation files (presenting the .pro extension) have progressively been built
during this thesis. Since both GMSH and GetDP are command-line programs without any
interface, an additional software interface layer is needed. From the user’s point of view, the
effectiveness of a virtual laboratory depends strongly on the quality of the program interface.
Therefore, a special effort has been made on the user interface, with two different approaches
for driving the developed core software materials.

(a) Onelab version (b) Matlab version

Figure 4.1: Software architecture of the virtual laboratory

4.1.2 User interfaces

Standalone program

The main version of the virtual laboratory is a standalone desktop program, with a graphic
user interface (GUI) developed using ONELAB (Open Numerical Engineering LABoratory).
ONELAB is an open-source GUI environment conceived by the same team as GMSH and
GetDP, for precisely driving their executions using bidirectional socket communications. A
diagram representing the interactions between the different software tools is shown in Figure
4.1a. The interface (see Figure 4.2) integrates different graphic tools (e.g. numerical entries,
drop-down lists or checkboxes) for the specification of input parameters, which are directly
sent to GMSH and GetDP. A window displays in real-time the geometry and the mesh relative
to the current set of parameters. A console allows to debug the .geo and .pro computer
codes and to monitor their executions. Once the mesh is built (and saved in a .msh file)
using GMSH, the user may configure the solver options and run GetDP. The post-processing
results are saved in a .pos file and are displayed visually in ONELAB. Different plug-ins are
available for the further treatment of those results.

MatLab function

When the virtual laboratory must be embedded in an iterative process (e.g. an optimization
algorithm), the GUI-version is not adapted anymore, since it requires the intervention of the
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user for specifying the input parameters and to trigger the computation. In such case, MatLab
(as a privileged tool in computational engineering) is employed for driving the executions of
GMSH and GetDP (see the diagram on Figure 4.1b). The input parameters are sent to each
software via an automated formatting of a data file (in the .dat format) and the software
are called successively via command lines. The post-processing results are saved, treated by
MatLab and the desired outputs are sent back to the higher process.

Figure 4.2: GUI of the Onelab version of the virtual laboratory

4.2 2-D finite-element model

As mentioned in Section 3.2.4 , the transformation of a 3-D problem into an equivalent 2-D
problem offers numerous advantages, among which a drastical decrease in the computational
burden. Basically, a system embedding spiral windings does not present any symmetry
enabling this simplification. However, a simple approximation permits to reveal an axial
symmetry for WPT windings in their nominal operating position, namely the concentric tori
approximation.

In their nominal operating position (i.e. aligned), WPT coils display a virtual axial symmetry
around their common axis, which is only broken by the pitch from the spiral windings shape.
An aknowledged practice in electrical engineering consists in approaching an N -turn spiral
winding by an equivalent set of N concentric toric conductors (see Figure 4.3). Applying
this principle to aligned WPT windings provides a resulting system presenting a perfect axial
symmetry. The latter symmetry enables the possibility to address the modeling problem using
a 2-D formulation, as the electromagnetic fields are now expected to be constant during a
revolution around the common WPT windings axis.
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Figure 4.3: Approximation of a spiral coil via a set of concentric tori

4.2.1 Geometry

Thanks to the aforementioned symmetry, the model geometry is restricted to the half-plane
containing and delimited on one side by the symmetry axis (which corresponds to the common
windings axis). As shown in Figure 4.41, each coil is depicted by an assembly of discs,
corresponding to the cross-sections of each of its turns. These discs are placed in a half-
disc representing a sphere filled with ambient air and delimiting the domain of study. One
can notice that this sphere presents a separate external shell, which consists in rejecting the
external boundary to infinity. There, the space is distorted with the result that the external
boundary is rejected to infinity. Practically, a particular Jacobian operator dedicated to
the local topological treatment is employed to this end in the shell [74]. Such a feature is
particularly useful in the context of this work. As a matter of fact, in absence of magnetic
material (such couplers), the field lines spread in the surrounding air and the field is non-
negligible in the air (even at long distances) for the accurate computation of the self- and
mutual inductances of the windings.

Figure 4.4: Typical 2-D geometry for WPT systems

4.2.2 Concerns relative to the mesh

The mesh density has an important effect on the method accuracy, but also on the computa-
tional burden associated with the resolution. Consequently, the mesh generation and control
is a matter of compromises. For driving the meshing strategy and since the mesh determines
the field interpolation shape, a particular attention has to be drawn on the areas subject to
significant local field variations. With this in mind, the conductors cross-sectional mesh must

1In this figure, the conductors cross-sections are intentionally oversized for visibility purposes.
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be considered in the light of the eddy-current effects appearance. A best-practice rule, widely
adopted in the finite-element community, suggests to ensure the presence of two to three lay-
ers of elements in the skin depth, with a relaxed mesh in the conductor center (where the
current density is expected to be low and uniform). In practice, this is achieved by imposing
the elements characteristic length as a third of the skin depth on the conductors boundaries
(see Figure 4.5). The mesh continuity guarantees a high density in the air directly surround-
ing the conductors, which is suited as quick variations in the magnetic field are expected to
occur there. Elsewhere in the air, the mesh is usually relaxed. Despite its remoteness from
the windings, the mesh in the external shell is not particularly relaxed since the local space
distortion accelerates the fields variation in this region. The Delaunay algorithm (embedded
in GMSH) is employed for generating the mesh under the specified constraints.

Figure 4.5: Skin-effect-based conductor mesh (dashed line corresponding to the skin depth)

4.2.3 Validation, illustrations and discussion

An experimental test-case is employed for validating and illustrating the implementation of
the 2-D massive conductor magnetodynamic formulation. The latter test-case is typically
designed for the mid-range power transmission. It is composed by two similar and aligned
pancake windings, each presenting a 52 mm inner radius and made of 7 turns of a wire
with a 4 mm2 section. Adjacent turns being in contact, the turns are separated by 1.3 mm
(corresponding to twice the 0.65 mm insulating sheath thickness). The 2-D model is validated
by considering two configurations. The model ability for evaluating the windings equivalent
circuit parameters is demonstrated via a no-load of the windings (one being connected to
a source, the other being in open-circuit). Then, the effectiveness of the circuit-coupling
capabilities of the formulation is shown via the testing of a complete WPT system (when the
coils in the finite-element domain are connected to an external circuit including the resonant
capacitors and a load). The geometry and mesh employed for this test-case are shown on
Figure 4.6a and a picture of one winding with the latter is presented in Figure 4.6b.

Determination of the windings equivalent parameters

For serving as a validation reference, the self-parameters of a winding (i.e. the series resis-
tance and the self-inductance) are determined experimentally with respect to the frequency,
using a two-port impedance analyzer Wayne Kerr 6510B. The results are shown and com-
pared to the 2-D model results, as well as the analytical model (presented in Section 2.2)
results in Figures 4.7 and 4.8. The accuracy of the 2-D model appears clearly, with 2 % and
less than 1 % error on the resistance and self-inductance determination, respectively, in the
targeted operation range. The aforementioned limitations of the analytical resistance model
are highlighted with an error increasing with the frequency and valued at more than 10 %
at 200 kHz. Nevertheless, the relative accuracy of the analytical self-inductance model is
noticeable, even if it is based on DC assumptions .
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Figure 4.6: (a) Geometry and mesh for the 2-D finite-element model and (b) picture of a
winding from the experimental test-case
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Figure 4.7: Validation of the 2-D model (parasitic resistance evaluation)
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Figure 4.8: Validation of the 2-D model (self-inductance evaluation)

The measurement of the mutual inductance with a two-port impedance analyzer is not direct,
requires multiple measures and accumulates severely the measurements errors. Therefore, the
reference mutual inductance is computed via the proven and acknowledged analytical Babic’s
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Figure 4.9: Validation of the 2-D model (mutual inductance evaluation)

approach for different separation distances. The results are shown and compared to the cor-
responding 2-D model results at 100 kHz for different separation distances between the coils
(see Figure 4.9). Once again, the behaviour of the 2-D model is validated.

In terms of computational performances2, a 100-kHz simulation requires the resolution of
around 34 000 degrees of freedom (DoF), corresponding to a computation (CPU) time of
2.7 seconds (1.3 seconds for the meshing and 1.4 seconds for the solving). Due to the mesh
adaptation with respect to the skin effect, a 200-kHz simulation requires the resolution of
around 42 000 DoF, corresponding to a CPU time of 3.4 seconds (1.7 seconds for the meshing
and 1.7 for the solving). The 2-D results accuracy is evident. Put in parallel with the
computational performances, this accuracy obtained at an acceptable cost is demonstrating
the 2-D finite-element method effectiveness for modeling WPT systems presenting an axial
symmetry. Hence, the precise virtual prototyping of WPT windings in their nominal position
(i.e. aligned) is proved to be effective with the proposed modelization.

Simulation of a complete WPT system

For demonstrating the effectiveness of the circuit-coupling capabilities of the 2-D formulation
implemented by the virtual laboratory, the simulation of a complete WPT system including
the coils, the resonant capacitor and a load is considered. The system is composed by
the same couple of aligned windings as employed for the no-load test, but inserted here
in a RIPT system presenting a self-resonant frequency of 85 kHz. Since the common self-
inductance of the windings has been evaluated to 9.25 µH during the experimental no-load
test, each winding is compensated with a series resonant capacitor presenting of 380 nF. The
load is a pure resistance of 1 Ω. The circuit-coupled finite-element formulation described
in the previous chapter is implement in 2-D for determining the input impedance Z of the
complete WPT system. Two situations are considered, namely the situation where the coils
are separated by 5 cm and the situation where the coils are separated by 10 cm.

Aligned windings separated by 5 cm The input impedance Z of the whole system when
the coils are aligned and separated by 5 cm is determined numerically, and compared with
the one measured experimentally (using the same impedance analyzer as for the previous
validations). The corresponding results are shown in terms of module Z and phase φZ of
Z with respect to the operating frequency (with a focus on the resonance zone) in Figure

2All the simulations presented in this thesis have been performed on a personal computer equipped with
an 3.4 GHz Intel i5-4670 processor and 8 Go of RAM.
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Figure 4.10: Schematic of the validation example circuit

4.11. The computational performances are identical to those displayed in the case of the no-
load test since the finite-element model of the windings is identical in both situations. The
comparison of the numerical and the experimental results demonstrates the effectiveness of
the method for simulating the complex behavior of two coupled oscillators. Notably, one can
observe the occurrence of the frequency splitting phenomenon with the typical duplication of
the resonant frequency on both sides of the self-resonant frequency.
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Figure 4.11: Validation of the 2-D finite-element model for the evaluation of (a) the module
and (b) the phase of the input impedance of a complete WPT system at 5 cm range

Aligned windings separated by 10 cm The same comparison is made when the coils
are further (i.e. aligned and separated by 10 cm) and the corresponding results are presented
in Figure 4.12. Once again, the results demonstrates the effectiveness of the elaborated
tool. In this position, the system is under-coupled and presents therefore a single resonant
frequency corresponding to the common self-resonant frequency of both LC-oscillators. The
computational performances associated with this execution of the tool corresponds to 46 096
DoF for a 100-kHz simulation with a CPU time of 3.3 seconds (1.4 seconds for the meshing
and 1.9 seconds for the solving) and to 56 345 DoF for a 200-kHz simulation with a CPU
time of 4.7 seconds (2.4 seconds for the meshing and 2.3 seconds for the solving). Once again,
the paralleling of the attained accuracy with the low computational burden makes this 2-D
model a promising option for an embedding in a design optimization procedure. Nonetheless,
for further reducing the CPU time associated with this 2-D model, we propose an original
approach for optimizing the conductors mesh.
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Figure 4.12: Validation of the 2-D finite-element model for the evaluation of (a) the module
and (b) the phase of the input impedance of a complete WPT system at 10 cm range

4.2.4 Original approach for the conductors 2-D meshing

Although the 2-D model is fast and accurate, its performances can be further increased by
having a fresh look on the 2-D meshing strategy. Until this point, this strategy has been
based on a best-practice approach ensuring the presence of three elements layers in the skin
depth. Such an approach is easy to implement via the simple specification of the elements
characteristic length. However, the unstructured nature of the mesh involves a degree of
randomness in the radial distribution of the elements in the skin depth during the mesh gen-
eration, as well as an azimuthal mesh density which is not necessarily required. Nonetheless,
the mathematical current density evolution in a round wire submitted to skin effect is well-
known and can be used as a more detailed information than the sole skin depth. Moreover,
the mesh influence on the precision of the solution is also well-known, as the shape of the
associated finite-element basis functions have been discussed previously. As a consequence,
we intend to benefit from this combined information, and from the mesh structuring tools
embedded in GMSH for proposing an optimal structured meshing strategy in the conductors.

The finite-element 2-D model employed in this work is based on the interpolation of the
magnetic vector potential module via nodal first-order elements. On an element from the
mesh, the module of the magnetic vector potential is thereupon constrained to evolve linearly
and so does the module of the current density (as j belongs to the same function space as a in
the Whitney’s complex). The optimization of the mesh can be addressed by dealing as best as
possible with this linearity constraint to represent the actual current density evolution. This
problem can be approached by an one-dimension fitting problem, as demonstrated hereafter.

Reduction to a one-dimension problem

For a complete and deterministic control of the conductors meshing, each wire is decomposed
in a structured mesh consisting in different azimuthal sectors, themselves containing different
radial layers (see Figure 4.13). Since eddy-current effects produce current density variations
mostly in the radial direction, the objective is to determine the optimal size and repartition
of the radial layers. This problem can be simply formulated by noticing two important points.

On the one hand, the analytical description of the skin effect impacting a round wire demon-
strates that the current density module evolves actually following a negative exponential with
respect to the distance d from the surface of the conductor, i.e.

j(d) = j(0) · e−d/δ with 0 ≤ d ≤ r (4.1)
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where δ is the skin depth and r is the radius of the wire. On the other hand, since the
interpolated current density changes linearly on an element, its numerical evolution along a
radius is expected to be piecewise linear (also described as polygonal). Moreover, the extent
of each line segment is equal to the radial thickness of the related element. It pertains to the
solver to determine the degrees of freedom for this polygonal line to fit as best as possible the
actual current density allure. Under these conditions, using a best-practice rule for specifying
a number of elements in the skin depth reverts to statically impose how many line segments
are employed for approaching at best the evolution of the actual current density in the skin
depth. Yet, although the current density varies quickly in the skin, its shape there could
eventually be approached by a single line instead of three. Contrariwise, deeper than the
skin depth, the actual allure of the current density could eventually evolve in such a way
that several little segments would be required for approaching it at best. In such cases, the
number of elements and their distribution are not optimal. Since the actual current density
shape is known and expressed by (4.1), the mesh could be built in order to give the mean to
the solver to approach as best as possible the negative exponential allure.
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Figure 4.13: Illustration of the proposed meshing method

In consequence, we propose to address the mesh optimization via a clever approach which can
be reduced to a one-dimension fitting problem, corresponding to find how to distribute
a minimal number of segments forming a polygonal line for approaching as best
as possible a negative exponential. Since the mesh influences only the shape of the
current density on the system and not its value (which is determined by solving the numerical
problem), this meshing problem is moreover dimensionless.

Fitting problem

By denoting Ns the number of segments and di the abscissa corresponding to the breaking
points of the polygonal line (with 0 ≤ i ≤ Ns, d0 = 0 and dNs = r), the best segments
distribution can be defined mathematically in the least square sense via a 1-D minimization
along the abscissa x like

min
di

0≤i≤Ns

Ns−1∑
i=0

∫ di+1

di

(
e−

x
δ − (aix+ bi)

)2
dx (4.2)

where aix+ bi is the equation of the segment between the depth di and di+1 and so that

ai di+1 + bi = ai+1 di+1 + bi+1 (4.3)
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When the breakpoints positions di are fixed and only the ai and bi must be determined, the
problem is trivial. However in this case, the di are the unknowns of the problem and the
interdependence between the problem degrees of freedom di, ai and bi hinders its analyti-
cal resolution. Based on the work of Bellman [109] and Stones [110], Gluss have proposed
a numerical approach for such a problem [111]. Nevertheless, the associated computational
burden for targeting a sufficient precision would be too important, especially as this optimiza-
tion problem must be solved before each mesh generation and thus, before each finite-element
simulation. As a consequence, we opted for a less rigorous but more pragmatic approach for
determining the radial distribution of the elements.

The proposed heuristic approach is based on several successive linear regressions, as described
hereunder with the help of the diagram in Figure 4.14. First, the negative exponential to fit
(with the adequate δ) is discretized in a sufficiently high number Np of equally-spaced points.
Then, starting from the two first points, an increasing number of those points is employed for
computing a linear regression. The sum of the squared error ek associated with the current
linear regression for each point considered in the latter is employed as a residue. After the
inclusion of each additional point in the linear regression, the residue is evaluated and is
expected to rise, given the concavity of the negative exponential curve. When the residue
exceeds a given threshold value fixed to resmax, the current linear regression is supposed to
be inefficient anymore for approaching the points from the exponential curve (and so would
be the interpolated current density with respect to the actual current density). The last
point added to the regression set before exceeding this threshold is considered as an optimal
breaking point in the desired polygonal line. Then, a new linear regression is initiated from
this point and the process is reiterated until reaching the last discretization point. The
breaking points hence determined are used for setting the radial repartition of the elements
along a wire radius (as shown on Figure 4.13). The number of azimuthal sectors is fixed to
a number ensuring a sufficient mesh density.

Implementation and results

The proposed method has been implemented in a Matlab script driving the virtual laboratory.
Here, the aim is the comparison of the optimality and the relevance of different meshing
techniques, with the search of a compromise between the number of mesh elements (and
thus, the number of DoF) and the associated results accuracy. As a consequence, three
different techniques are compared, namely

- a brute-force approach considering an extremely fine unstructured mesh, corresponding
to the negligence of the computational burden to the profit of the results accuracy.
The elements characteristic length is uniformly set to a fourth of the skin depth for the
highest tested frequency (200 kHz in the following). This approach is considered as the
reference in the following ;

- a best-practice approach considering a fine unstructured mesh, currently applied in
the virtual laboratory and corresponding to the presence of three elements in the skin
depth and relaxing progressively the mesh near the conductor center. The elements
characteristic length is set to a third of the skin depth for the test frequency and to
four skin depths in the center ;

– the proposed approach, considering a structured mesh based on a pre-computed fitting
problem, solved via the practical approach detailed above.

For illustration purposes, different cases are addressed here and differ by the tolerance on the
maximal per-segment fitting residue, fixed successively to 1 %, 0.1 % and 0.01 %. Hence,
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Figure 4.14: Block diagram relative to the proposed heuristic approach

the sensibility to the tolerated residue can be shown. The negative exponential depicting
the expected current density evolution in the conductor is discretized in 1000 points. The
experimental test-case for a mid-range power transmission is reconsidered for illustrating the
computational and accuracy gain provided by the proposed method. For the wire employed
in the test-case, one can note that the skin depth is higher than the radius for operating fre-
quencies higher than 33 357 Hz. Since the objective is the comparison of meshing techniques,
the unavoidable measurement errors should not interfere so that the numerical results from
the brute-force approach are chosen as a reference. During the study detailed hereafter, the
number of azimuthal sectors is fixed to 24 in order to render correctly the round shape of the
wire.
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Figure 4.15: Number of segments for a given tolerated residue
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The total number of segments required for keeping each per-segment fitting residue under a
given tolerance varies logically with the latter and with respect to the frequency (see Figure
4.15). The increasing in the number of segments occurs logically around 33 kHz, where the
skin depth becomes smaller than the wire radius. With the increase of the frequency, the
allure of the negative exponential is expected to bend more, explaining the need for a higher
number of segments for fitting it under a constant per-segment residue tolerance.

Considering an operating frequency of 100 kHz, the compared meshes are shown in Figure
4.16 and the related computational performances are gathered in Table 4.1 (the CPU time for
the proposed method includes the fitting algorithm execution). The accuracy is judged based
on the relative error impacting the winding resistance. One can note that the relative errors
on the self- and mutual inductances is below 1 % for all the approaches. One can observe the
computational gain provided by the proposed method, without any detrimental effect on the
result accuracy. The number of DoF is divided by three and the CPU time (including the
processing of the fitting problem) is divided by more than two, reaching around 1 second.
Moreover, the control of the azimuthal mesh refinement permits to relax the mesh density in
the air, with an increased gain in DoF number.

An interesting feature displayed by the proposed method is the maintaining of the compu-
tational performances despite doubling the operating frequency (up to 200 kHz), as demon-
strated by Figure 4.17 and in Table 4.2. While the best-practice approach increases the
number of DoF and the CPU time, the proposed approach reorganizes the elements, without
adding any new element. The computational gain of the proposed method is logically further
increased with a number of DoF almost divided by four and a CPU time divided by more
than three. By the consideration of this two cases, the effectiveness of this original approach
is clearly demonstrated. The computational performances are optimized with moreover an in-
creased precision on the results, thanks to the proposed meshing strategy. One can note that
the method can be extended to second-order or elements by performing parabolic regressions
instead of linear regressions.

Brute-force Best-practice
Proposed

1 % 0.1 % 0.01 %

R (mΩ) 58.51 59.34 60.16 59.38 59.07
(Rel. error) (Reference) (+ 1.42 %) (+ 2.82%) (+1.48 %) (+0.95 %)

DoF 170 700 33 492 9 438 10 110 11 454

CPU Time (s) 14.9 2.7 1 1.1 1.1

Table 4.1: Computational performances at 100 kHz

Brute-force Best-practice
Proposed

1 % 0.1 % 0.01 %

R (mΩ) 83.41 84.12 85.80 84.54 84.05
(Rel. error) (reference) (+ 0.9%) (+2.87 %) (+ 1.35 %) (+0.8 %)

DoF 170 700 42 374 9 438 10 110 11 454

CPU Time (s) 14.9 3.4 1 1.1 1.1

Table 4.2: Computational performances at 200 kHz
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Figure 4.16: Compared meshes at 100 kHz
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Figure 4.17: Compared meshes at 200 kHz

4.2.5 Intermediate conclusions

In this section, the WPT windings finite-element modeling is undertaken primarily via an
equivalent 2-D finite-element model. Valid when the coils are aligned, this model permits
hence to simulate the behavior of the windings in their nominal configuration. With a meshing
strategy based on a best-practice approach and despite a weak computational burden, the 2-D
model has demonstrated its accuracy by matching the experimental measurements with only a
few percent errors on the equivalent parameters of the windings. The simulation of a complete
WPT system has also demonstrated the effectiveness of the virtual prototyping capabilities
of the proposed tool. By proposing an original approach for the optimal meshing of round
solid-wire submitted to eddy-current effects, the 2-D model performances have been further
improved by providing even more accurate results, with a CPU time decreasing approximately
to 1 second per frequency. Such performances allows to embed the finite-element 2-D model
in an iterative optimization process, for example.
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4.3 3-D numerical state-of-the-art models

After the elaboration, the validation and the improvement of the 2-D model, the transition
to a 3-D model is envisioned. Such a transition is primordial for extending the modeling tool
scope of application to situations which does not present an axial symmetry. Among the
latter, one can find a simple situation corresponding to laterally of angularly shift coils, the
consideration of non-symmetric couplers or the presence of surrounding objects (e.g. a car
chassis). The transition from 2-D to 3-D turned out to be the main challenging task for the
modeling part of this thesis. For surmounting this challenge, the development of an original
formulation (i.e. a circuit-coupled surface impedance boundary conditions finite-element
method) will be addressed. But first, the difficulties pertaining to the implementation of the
classical finite-element and to the generalized PEEC methods are explained and discussed.

4.3.1 3-D finite-element brute-force model

Geometry and mesh

Keeping the virtual laboratory approach despite the transition to 3-D is a challenge per se for
the programming of the parametrical geometry. The control and the cohesion of the volume
mesh is particularly difficult.

Despite the possibility to render the windings spiral shape in 3-D, the considerations rela-
tive to the mesh prevent an actual spiral modeling of the coils. As a matter of fact, the
implementation of the circuit coupling described in Section 3.5.3 requires to insert an elec-
tromotive region in a conductor which must be multiply connected, for constantly verifying
the cancellation of div j in the conducting domain. In other words, it causes the impossibility
for the conductor electrodes to be floating apart, so that modeling the coils spiral shape
would require to model an interconnection. Such a local geometrical complexity would have
a detrimental effect on the computational burden. Therefore, similarly to the 2-D case, the
N -turns coils are replaced by a set of N concentric tori in which the electrodes are close.

Inside and along a conductor, the longitudinal variation of the current density is expected to
be minor. However, the current density transversal variation (i.e. in a cross-section) is signif-
icant and dictated by the occurence of eddy-current effects. With this in mind, the conductor
volume mesh is built by the extrusion of the typical cross-sectional 2-D mesh proposed for the
2-D model, leading to a set of non-straight prisms with a triangular base. For reducing the
number of elements, the number of extrusions can reasonably be limited in order to simply
ensuring the conductor curvature correct modeling. Nevertheless, this limitation is mitigated
by the air mesh considerations.

Indeed, high local fields variations are occurring in the air directly surrounding the conduc-
tors. Limiting the longitudinal extrusions number inside the conductors will produce long
elements on the conductors boundaries. Due to the mesh continuity at the conductor-air
interface, the air directly surrounding the conductors would be roughly discretized, leading
to an important error on the computation of the local fields. As a consequence, the number
of longitudinal extrusions inside the conductors must be increased. In this case, the number
of elements is surging due to the combined cross-sectional and longitudinal high mesh density.
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A typical 3-D geometry is presented on Figure 4.18. Each winding is a set of concentric tori
placed in a sphere filled with air and delimiting the domain of study. As in 2-D, an external
shell is employed for rejecting the boundary to infinity. Based on the above discussions, a
typical mesh is presented in Figure 4.19a for the global system and in Figure 4.19b for a focus
on the conductors.

Z
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Y

Figure 4.18: Typical geometry related to the 3-D finite-element model
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X

Z

(a) Global system

Y
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Z

(b) Conductors (at 100 kHz)

Figure 4.19: Typical mesh related to the 3-D model

Validations, illustrations and discussions

The surging increase of the computational burden produced by the transition from 2-D to
3-D prevents from using the experimental test-case employed for the 2-D model validation
for validating the 3-D model. Therefore, less cumbersome academic test-cases are considered
for discussing the behavior of the 3-D model. However, experimental measurements on such
test-cases are not relevant due to the smallness of the related windings parameters (with
notably a resistance with a value of a few mΩ and mainly influenced by the slightest contact
resistance). As a consequence, the parameters of the validation reference are evaluated using
the 2-D model, validated and discussed previously.
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Consisting first in a small single loop, the academic test-case evolves towards a practical
one by considering two progression axes, namely the increase of the windings inner radius
and the increase of the windings number of turns. A particular attention is paid to the
conductors longitudinal mesh for two main reasons. On the one hand, the conductors cross-
sectional mesh relevance has been demonstrated in 2-D. On the other hand, the longitudinal
deployment of the conductors is the main specificity of the transition from 2-D to 3-D.

First test-case Let us consider two aligned simple loops presenting a 20 mm radius and
made of a wire with a 4 mm2 section separated by 20 mm and solicited at 100 kHz. Prelimi-
nary manipulations of the tool have permitted to identify the optimal elements characteristic
length in the air and the optimal size for the air sphere delimiting the system. The conductors
longitudinal mesh is progressively refined by increasing the number of extrusions (from 24 to
120, by step of 6) for completing a revolution around its axis. The 3-D model is employed for
identifying the equivalent parameters for each refinement step, and the relative error made
on each parameter is represented with respect with the associated number of DoF (see Figure
4.20).
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Figure 4.20: Relative errors on the equivalent parameters with respect to the number of
DoF for the first test-case (R = 20 mm, N = 1, f = 100 kHz) using the 3-D model

The increase in the extrusions number permits logically to improve the model precision, at the
price of a drastic rise of the DoF number. Notably, 120 extrusions are required for reaching a
15 % error on the resistance and 7 % error on the self-inductance, leading to a DoF number
of 311 734 corresponding to a total CPU time of 150 seconds (25 seconds for the meshing
and 125 seconds for the solving). Nevertheless, one can ascertain the quality of the mutual
inductance evaluation with a error under 2 % with the lowest number of extrusions. Contrary
to what one might imagine, the extrusions number influence on the resistance accuracy is
not particularly associated with the correct modeling of the shape of the conductor (which
is quite well represented with the initial 24 extrusions per turn). However, this influence is
associated with the mesh density in the direct surrounding air, and which plays a role in
the rendering of the eddy-current effect. Hence, as explained in the previous section, the
conductors meshing via successive extrusions is not crucial for the modeling of the conductor
itself, but for ensuring a sufficiently dense mesh in the air close to the loops. For confirming
this statement, a simulation of the same test-case has been performed in DC conditions, and
the latter is not (or at least extremely slightly) influenced by the extrusions number and gives
accurate results. The combination of such a high computational burden for such a simple
system with such a low accuracy is clearly eliminatory for the classic massive conductor 3-D
finite-element model. However, we propose to observe the evolutions of the burden and of
the accuracy when more extended systems are considered.
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Second test-case (increased number of turns) The same system is considered with an
additional turn to each winding (bringing the number of turns to two) with a 1 mm space
between the adjacent turns. Starting from 24 and progressing by step of 6, the extrusions
number is limited to 90 due to the exploding computational burden, undermining the oper-
ation of the employed computer. The windings equivalent parameters are evaluated thanks
to the 3-D model and the relative errors on these parameters are represented in Figure 4.21.
For a given extrusion number, the first ans the second test-cases produce the same accuracy.
However, doubling the number of conductors in the problem provokes an important rise in the
DoF number which reaches around 600 000 for 90 extrusions (instead of 230 000 for the same
extrusions number with the first test-case). A CPU time corresponding to 520 seconds (120
seconds for the meshing and 400 seconds for the solving) is required for such a configuration.
Once again and as expected, the 3-D finite-element model limitations are exacerbated by the
consideration of this second test-case.

100 200 300 400 500 600

Degrees of freedom (x 1000)

0

10

20

30

40

50

60

70

R
el

. 
er

ro
r 

o
n
 t

h
e 

re
si

st
an

ce
 (

%
)

(a) Resistance

0 200 400 600

Degrees of freedom (x 1000)

0

5

10

15

R
el

. 
er

ro
r 

o
n
 t

h
e 

se
lf

-i
n
d
u
ct

an
ce

 (
%

)

(b) Self-inductance
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(c) Mutual inductance

Figure 4.21: Relative errors on the equivalent parameters with respect to the number of
DoF for the second test-case (R = 20 mm, N = 2, f = 100 kHz) using the 3-D model

Third test-case (increased inner radius) Let now consider a couple of loops similar to
the first test-case, but presenting an increased size with a 30 mm inner radius. Once again, the
number of extrusions has been risen from 24 to 120 and the relative error made on the loops
equivalent parameters are shown in Figure 4.22. Globally, the errors on all the parameters
have increased. For explaining this, one can notice that a constant extrusions number for a
longer loop yields longer elements leading logically to higher errors. In comparison with the
first test-case, a slight decrease in the DoF number is observable and explained by the mesh
relaxation in the system center since the conductors are more extended.
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(b) Self-inductance
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(c) Mutual inductance

Figure 4.22: Relative errors on the equivalent parameters with respect to the number of
DoF for the third test-case (R = 30 mm, N = 1, f = 100 kHz) using the 3-D model

81



Fourth test-case (increased number of turns and inner radius) The last test-case
consists in two windings presenting a 30 mm inner radius with two turns separated by 1
mm, as a combination of the second and the third test-cases. The detrimental effects on the
computational performances observed for theses two cases are cumulated. Despite a critical
DoF number around 600 000, the model accuracy is poor with more than 40 % error on
each winding resistance, nearly 10 % error on each winding self-inductance. The mutual
inductance is however tarnished by a relatively small 3 % error.
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(b) Self-inductance

0 200 400 600

Degrees of freedom (x 1000)

0

1

2

3

4

5

R
el

. 
er

ro
r 

o
n
 t

h
e 

m
u

tu
al

 i
n
d

u
ct

an
ce

 (
%

)

(c) Mutual inductance

Figure 4.23: Relative errors on the equivalent parameters with respect to the number of
DoF for the fourth test-case (R = 30 mm, N = 2, f = 100 kHz) using the 3-D model

Intermediate conclusions

From our experience and by observing the results presented above, the 3-D mesh manage-
ment for the solid-wire WPT windings modeling is highly complicated. Despite the obvious
axisymmetry in the simulated test-cases, the longitudinal refinement of the conductors mesh
seems to influence drastically the solution, according to the presented results. We found
that this phenomenon has two origins. The first and main origin is the mesh quality in the
conducting regions. As a matter of fact, a small extrusions number combined with the fine
cross-sectional mesh lead to the generation of stretched prisms in the conductors. Such an
element shape has a detrimental effect on the edge elements numerical integration and are
qualified as low-quality elements. Hence, the positive impact of a longitudinal mesh refine-
ment on the windings resistance is attributed to the improvement of the elements quality.
The second origin is the impact of the conductors mesh on the refinement, by continuity,
of the air mesh in the direct vicinity. The combination of refined cross-sectional and lon-
gitudinal meshes leads to an impracticable computational burden. Even for such simple
test-cases, a personal computer limits have been reached for a 100 kHz operating frequency.
Since the modeling of practical systems would require to raise far greater the size and the
number of turns in comparison with the test-cases addressed here and since the frequency
range must exceed 100 kHz (stressing the model even more), the classic massive conductor
3-D finite-element method is not practicable for the simulation of solid-wire pancake windings.

In the next section, the generalized PEEC is envisioned as a potential alternative to the
3-D finite-element method. First, the resort to facet elements instead of edge elements may
provide an richer interpolation space allowing to decrease the constraint on the mesh and on
the elements quality. Second, the generalized PEEC avoids the need to mesh the ambient air
and permits to remove hence the major part of the system volume.

82



4.3.2 3-D generalized PEEC model

In this section, the application of the generalized PEEC method for the modeling of solid-wire
windings is addressed. For better understanding and analysis of the following results, one has
to notice that this method has been employed as a black-box. As a matter of fact, benefitting
from our Unit collaboration with the G2ELab members, we were granted an access to their
development forge by the end of 2016. The generalized PEEC was presented in the form of
a Java code of which the complexity exceeds the scope of this thesis. Moreover, this method
was (and still is) under continuous developments subject to several research projects. At
the time, we were warned by the developers of the lack of optimality in certain auxiliary
numerical tools necessary for the assembling and the resolution of the method, with however
work in progress for improving the related performances. Moreover, some features were not
available as, notably, the support of triangular-based prisms.

Geometry and mesh

Thanks to the integral nature of the PEEC method, the geometry and the mesh of the sys-
tem are limited to the conducting regions. Although it is restricted to a small spatial region,
the test we performed demonstrated the high complexity associated with the generation of
an adequate mesh. More particularly, the close relation between the abstract integration
numerical processes (due to our black-box approach) and the characteristics of the mesh
has complicated the optimization of the meshing procedure. Indeed, the assembling of the
inductance matrix of the PEEC method is based on spatial integrations on elements from
the mesh. The shape and the disposition of the elements are logically interfering intricately
with the precision and the good conditioning of the numerical processes for assembling and
further solving the PEEC matrix. As a consequence, it has been particularly difficult to find
a pertinent and objective way to improve the results obtained with the PEEC method via the
optimization of the mesh, notably regarding the precision on the parasitic resistance. Some
erratic variations (beneficial as detrimental) of the precision on the results furnished by the
PEEC method have impeached an objective and methodical highlights of its limitations, in
contrast with the procedure proposed for the 3-D finite-element method.

Globally, the conditioning of the numerical integration processes associated with the compu-
tation of the partial self-inductances is harshly affected by the occurrence of long elements.
Although this issue could be addressed by increasing the number of Gauss integration points
in the longitudinal direction, the consecutive surge in the CPU time required for the assem-
bling of the inductance matrix hinders this solution. Consequently, the conductors mesh is
submitted to the same constraints as with the 3-D finite-element method for avoiding the
occurrence of long elements, namely the required conjunction of a cross-sectional refinement
(for an accurate determination of the windings parasitic resistance) and a longitudinal re-
finement (for an accurate determination of the windings inductances) of the mesh. Although
the absence of ambient air in the discretized system, these constraints associated with the
increased numerical cumbersomeness of the PEEC method (due to the assembling of the
inductance matrix, as well as to the fullness of the problem matrix) require to realize strong
compromises between the precision of the results (notably regarding the resistance) and the
computational performances.

Illustrations and intermediate conclusions

For illustrating these statements, the modeling of the no-load test at 100 kHz of an academic
test-case consisting couple of two aligned loops of 20 mm made of a 4 mm2 wire and sepa-
rated by 20 mm (similar to the first test-case considered for the 3-D finite-element modeling)
is performed using the generalized PEEC method. Different meshes are compared and are
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respectively built by NL successive extrusions of three different cross-sectional meshes (see
Figure 4.24). The mesh A corresponds to a uniform cross-sectional mesh, the mesh B corre-
sponds to the presence of one element in the skin depth and the mesh C corresponds to the
presence of two elements in the skin depth. For avoiding the formation of triangular-based
prisms, these cross-sectional meshes are made of hexahedra. Different numbers of extrusions
are considered (from 24 to 72 by step of 12) and the correspondent relative errors of the
windings parasitic resistance, self-inductance and mutual inductance (by using the validated
2-D finite-element model as a reference) are presented in the different tables in Figure 4.25.
The related computational performances are gathered in Table 4.3. The cells filled with a
dash are corresponding to simulations which have not been performed due to an expected
simulation time over 1000 seconds.

Y

XZ

(a) Mesh A

Y

XZ

(b) Mesh B

Y

XZ

(c) Mesh C

Figure 4.24: Cross-sectional meshes employed for the testing of the generalized PEEC
method

NL Mesh A Mesh B Mesh C

24 20.7 % 8.0 % 1.5 %
36 8.9 % 4.2 % 10.7 %
48 15.7 % 2.0 % /
60 18.3 % 1.1 % /
72 20.1 % / /

(a) Resistance

NL Mesh A Mesh B Mesh C

24 7.4 % 16.5 % 18.5 %
36 4.6 % 8.3 % 9.5 %
48 3.7 % 5.3 % /
60 3.3 % 3.1 % /
72 3.1 % / /

(b) Self-inductance

NL Mesh A Mesh B Mesh C

24 1.7 % 1.7 % 1.5 %
36 2.3 % 2.4 % 2.6 %
48 2.5 % 2.6 % /
60 2.6 % 2.5 % /
72 2.6 % / /

(c) Mutual inductance

Figure 4.25: Evolution of the relative error on the parameter of a couple of loops of 20-mm
radius at 100 kHz using the generalized PEEC method
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NL Mesh A Mesh B Mesh C

24
1808 DoF 6094 DoF 9558 DoF

11.5 s 132 s 388

36
2694 DoF 9105 DoF 14546 DoF

25 s 349 s 1079 s

48
3582 DoF 12086 DoF

/
42 s 691 s

60
4470 DoF 14332 DoF

/
68 s 1068 s

72
5338 DoF

/ /
106 s

Table 4.3: Computational performances (DoF and CPU time) associated with the execution
of the generalized PEEC method for a couple of loops of 20-mm radius at 100 kHz

The difficulty to orientate the meshing strategy regarding the precision on the resistance is
demonstrated by the non-monotonic decrease of its relative error following certain longitudi-
nal or cross-sectional mesh refinements. Nonetheless, the approximation via facet elements
demonstrates its richness by paralleling the (insufficient, but interesting) relative precision
on the resistance with such loose densities of elements in the cross-section. Also, these re-
sults demonstrate clearly the beneficial effect of the elements shortening (corresponding to
an increase of NL) on the self-inductance value, with however a detrimental effect on the mu-
tual inductance value. The excellent ratio between the accuracy on the inductances and the
computational performances associated with the column dedicated to the mesh A confirms
the well-known adequacy of the PEEC method for approaching the inductive modeling of
electrical systems.

However, as expected, the results producing the highest accuracy for all the parameters
correspond to a concomitant refinement of the longitudinal and cross-sections meshes (with
48 or 60 extrusions with the mesh B). The CPU times associated with these simulations
are not practicable in the framework of a time-efficient modeling required by the virtual
laboratory approach. This even more true in that the considered test-case is purely academic
and the considerations of a practical winding would require to increase the number of turns,
with a linear increase of the number of DoF, but an exponential increase in CPU time. This
hinders the interest for the 3-D generalized PEEC method (as in its version by the end of
2016) as a practical method for the electromagnetic modeling of solid-wire WPT windings.

4.4 3-D finite-element model with surface impedance bound-
ary condition and circuit coupling

As highlighted previously, the 3-D finite-element modeling of the coils employed for WPT as
massive conductors is submitted to an important computational burden. As a consequence,
alternatives need to be considered for ensuring the 3-D modeling of the solid-wire WPT
windings. Requiring the modeling of the active parts of the system only, the generalized
inductive PEEC method has been envisioned for removing the air from the domain. Although
the air constitutes the most important part of the system volume, it is not the region where
the mesh is the most constrained. Conversely, the PEEC method has demonstrated that the
conductor is precisely the region from which the computational burden originates. Therefore,
an antagonist approach is adopted here by proposing and developing a method allowing to
remove the conductor volume mesh from the problem domain of definition by using surface
impedance boundary conditions (SIBCs) [72, 73]. Reflecting the important influence of the
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external circuit on the power transfer (through the resonant effect), a circuit coupling needs
to be applied in order to model the resonant conditions at the circuit and fields levels. The
combination of SIBCs with a circuit-coupled t - φ formulation has already been addressed
[112]. Here and as argued in the previous chapter, the a - v magnetodynamic formulation is
considered. In this chapter, the method described in Section 3.5.3 for coupling an external
circuit with an a - v formulation involving massive conductor is adapted and extended to the
use of SIBCs. Permitting to couple a finite-element system without any conducting volume
to an external circuit, this original method leads to a new way and original to implement
SIBCs. The development, the implementation in 3-D and the experimental validation of this
method are major scientific contributions from this thesis.

Concept of surface impedance boundary condition

In the general domain of definition of a magnetodynamic problem, the conducting parts Ωc

can be removed from Ω while continuing to account for the conductors influence into the
problem. Indeed, following from Snell’s law for refraction, the law relating the tangential
traces of the magnetic and electric fields on the dielectric-conductor interface (due to the
presence of the conductor) can be established. This relation is assumed to be constant over
the entire conductor surface (independently of the position) and may thus act as a particular
local boundary condition applied on the conductor skin Γc, which becomes a part of the
boundary Γh after the removal of Ωc from Ω. Since the difference in conductivity between
the conductor and the ambient dielectric (i.e. the air) is significant, the electromagnetic fields
are assumed to penetrate the conductor normally to its surface. Under these conditions, the
fields tangential traces on Γc are related as

n ∧ h = Z−1
c n ∧ (n ∧ e) (4.4)

One can intuitively understand that the coefficient linking an electric and a magnetic fields
component is pertaining to an impedance on each point of the conductor skin. The coefficient
Z−1
c is therefore the local surface impedance of the conductor and the relation (4.4) employed

as a mixed boundary condition is called a surface impedance boundary condition (SIBC).
However, implementing SIBCs requires primarily to characterize and express Z−1

c .

Development of the surface impedance

In the frequency domain, the surface impedance is approached by an asymptotic expansion
with respect to the skin depth [73]. The first-order contribution (known as the Leontovitch
approximation) is rigorously exact for an infinite conducting plane, presenting a finite con-
ductivity. The second-order contribution (known as the Mitzner approximation) introduces
a possible curvature of the conductor surface. The third-order contribution (known as the
Rytov approximation) accounts further for the tangential diffusion of the fields. Yuferev et
al. have proposed a selection criteria for choosing the correct approximation [71]. In this
thesis framework, the frequency-level is supposed to be high enough for the skin depth to be
negligible in front of the conductors dimensions. Under theses conditions, the Leontovitch
approximation is relevant, as confirmed by the aforementioned selection criteria.

In this case and assuming that the conductor conductivity is significantly greater than the
product of the angular frequency and the dielectric permittivity, the surface impedance Zc is
a scalar complex

Zc =
ωµ

2
(1 + j)δ =

(1 + j)

σδ
(4.5)
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Introduction in the magnetodynamic a - v weak formulation

Now that the surface impedance expression has been established, the magnetodynamic prob-
lem can be expressed without the terms related to Ωc in the weak form (3.47)-(3.48) by using
the relation (4.4) as a non-homogeneous mixed boundary condition on Γc ⊂ Γh, with

〈n ∧ hs, e
′〉Γc = 〈Z−1

c n ∧ (n ∧ (∂ta + grad v)) , e′〉Γc
= 〈Z−1

c n ∧ (∂ta + grad v) ,n ∧ e′〉Γc (4.6)

where e′ is whether a′ ∈ F 1
e (Ω) or grad v′ ∈ F 1

e (Ω). The conductors are now represented by
their tubular skin only and the electric scalar potential v is only defined on and supported
by the boundary Γc. In absence of stranded inductor, the weak formulation (3.47)-(3.48)
becomes

(ν curl a, curl a’)Ω

+ 〈Z−1
c n ∧ (∂ta + grad v) ,n ∧ a′〉Γc + 〈n ∧ hs ,a’〉Γh\Γc = 0 ∀a’ ∈ F 1

e (Ω) (4.7)

〈Z−1
c n ∧ (∂ta + grad v) ,n ∧ grad v′〉Γc

+ 〈n ∧ hs , grad v′〉Γh\Γc = 0 ∀v′ ∈ F 0
e (Ω) (4.8)

Employing the SIBC formulation (4.7)-(4.8) as an alternative to the massive conductor formu-
lation (3.47)-(3.48) in the proposed virtual laboratory requires to extend the circuit-coupling
technique exposed in Section 3.5.3 to a problem without any massive conductor. This exten-
sion is an original contribution of this thesis.

Strong coupling with an external circuit

As exposed in Section 3.5.3, the coupling of the electromagnetic problem with an external
circuit requires to define local constraints on Γc involving global quantities, i.e. the voltage
across and the total current in each modeled conductor. As for the massive conductor formu-
lation, the constraint definition can be achieved by locating an electromotive force between
the remaining traces of two infinitely close cross-sections representing the electrodes of a
conductor Ωi

c ∈ Ωc (with 1 ≤ i ≤ Nc and Nc the number of conductors), as shown in Figure
4.26. Since Ωc has been removed from the domain using SIBCs, the remaining parts from
the electrodes are their respective contour exclusively and the conductor initially included in
Ωi
c is represented by its skin Γic. For clarity purposes, from this point, a conductor initially

represented by Ωi
c will be referred by its index i. The thin tube separating the electrodes

contours of conductor i is denoted Γig and extracted from Ω. Let Vi and Ii be the voltage
between the electrodes and the current across one or the other electrode, respectively. By
denoting γig the latter electrode contour, one has∫

γi

e dl = Vi and

∮
γig

h dl = Ii (4.9)

where γi is any path on Γig connecting the electrodes contours and dl is an element of contour.
In contrast with the method presented in Section 3.5.3 and due to the absence of conducting
parts, the total current Ii is no more expressed via the current density j (which is zero on the
whole domain Ω), but via the circulation of the magnetic field h along an electrode contour.
A particular effort is expected to be furnished for the definition of circuit relations, involving
precisely Ii in a local formulation.
Here again, the inclusion of grad F 0

e (Ω) in F 1
e (Ω) ensures that the formulation (4.7) implies

systematically the formulation (4.8). Like for the massive conductor formulation, using Whit-
ney’s edge elements for the projection of a and Whitney’s nodal elements for the projection
of v permits the segmentation of the problem in two successive sub-problems for introducing
the voltage Vi as a strong global quantity.
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Figure 4.26: Electromotive force definition in a conductor i

Voltage as a strong global quantity

The first sub-problem consists in determining for each conductor i a source surface electric
scalar potentials vi0,s defined on Γic and corresponding to the apparition of a unitary voltage
across the electrodes of the conductor i. Hence, the surface electric scalar potential can be
expressed as

v =

Nc∑
i=1

Vi · vi0,s (4.10)

The source surface electric scalar potentials vi0,s can be obtained by the resolution of an
electrokinetic problem for each conductor i. Similarly to the approach proposed for massive
conductor, we propose to define a general source surface electric scalar potential for avoiding
the resolution of preliminary electrokinectic problems. Inspired by the generalized source
electric scalar potential proposed by Dular et al. for massive conductors [69], the surface
source potential can be defined as the sum of the nodal basis functions on the contour γig

vi0,s =
∑
ni∈γig

sni (4.11)

The latter potential support is limited only to the layer of facets adjacent to γig in Γic and
is decreasing from one on γic to zero at the end of this layer. As for massive conductor,
the generalized potential does not tarnish the validity of the global problem solution, but the
evolution of the surface electric scalar potential v is not physical anymore. The improvements
in the system of equations bandwidth associated with this reinterpretation of v and evoked
in Section 3.5.3 are maintained in this SIBC-based formulation.

The second sub-problem is the resolution of the weak form (4.7) where the voltages Vi have
been introduced vie the reinterpretation of the surface electric scalar potential. One has

(ν curl a, curl a’)Ω + 〈Z−1
c n ∧ ∂ta,n ∧ a′〉Γc

+

Nc∑
i=1

Vi〈Z−1
c n ∧ grad vi0,s,n ∧ a′〉Γc + 〈n ∧ hs ,a’〉Γh\Γc = 0 ∀a’ ∈ F 1

e (Ω) (4.12)

Projecting a on edge elements and applying the Galerkin’s method yields NE equations, i.e.∑
eij∈E

aeij
(
ν curl seij , curl semn

)
Ω

+
∑
eij∈E

∂taeij 〈Z−1
c n ∧ seij ,n ∧ semn〉Γc

+

Nc∑
i=1

Vi〈Z−1
c n ∧ grad vi0,s,n ∧ semn〉Γc + 〈n ∧ hs , semn〉Γh\Γc = 0 ∀semn ∈ F 1

e (Ω) (4.13)
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whereas the problem disposes of NE degrees of freedom aeij and Nc degrees of freedom Vi.
The problem is completed by the definition of Nc circuit relations involving the current Ii
flowing in each conductor.

Circuit relations (current as a weak global quantity)

The current Ik flowing in the conductor k is introduced in the problem by using the generalized
source surface electric scalar potentials vk0,s as test-functions in the formulation (4.8). One
has

〈Z−1
c n ∧ (∂ta + grad v) ,n ∧ grad vk0,s〉Γc

+ 〈n ∧ hs , grad vk0,s〉Γh\Γc = 0 ∀k with 1 ≤ k ≤ Nc (4.14)

The term relative to the boundary Γh \ Γc can be processed for highlighting the current Ik.
Indeed, using vector analysis rules and similarly to the case considering massive conductors,
the latter term can be decomposed as

〈n ∧ hs , grad vk0,s〉Γh\Γc =

∫
Γh\Γc

n · curl
(
hs · vk0,s

)
dΓ−

∫
Γh\Γc

n · curl (hs) · vk0,s dΓ (4.15)

In contrast with the method presented in Section 3.5.3, the first right-hand-side is different
from zero and treated hereafter, while the second right-hand-side term is zero in this case,
since a generalized potential vk0,s is defined on Γc only. Applying the Stokes theorem on the
first right-hand-side, the surface integral on Γh\Γc turns into a path integral on its boundary,
denoted ∂(Γh\Γc). As the electromotive tubes Γig (with 1 ≤ i ≤ Nc) have been extracted from
Ω, the electrode contours γig (with 1 ≤ i ≤ Nc) are all included in the boundary ∂(Γh \ Γc).

However, vk0,s is, by definition, different from zero only on γkg , so that∫
Γh\Γc

n · curl
(
hs · vk0,s

)
dΓ =

∫
∂(Γh\Γc)

hs · vk0,s dl (4.16)

=

∮
γkg

hs dl = Ik (4.17)

Via Ampère’s law, the circulation of an external magnetic field hs can be interpreted as the
current Ik entering the conductor k. The discrete SIBC-based magnetodynamic formulation
expressed in terms of a and the voltages Vi is hence completed byNc circuit relations, ensuring
∀k with 1 ≤ k ≤ Nc that

Ik +
∑
eij∈E

∂taeij 〈Z−1
c n ∧ seij ,n ∧ grad vk0,s〉Γc

+

Nc∑
i=1

Vi〈Z−1
c n ∧ grad vi0,s,n ∧ grad vk0,s〉Γc = 0 (4.18)

Since vk0,s is different from zero on Γkc only, the latter circuit relations can be simplified to
the following, again ∀k with 1 ≤ k ≤ Nc

Ik +
∑
eij∈E

∂taeij 〈Z−1
c n ∧ seij ,n ∧ grad vk0,s〉Γkc

+ Vk〈Z−1
c n ∧ grad vk0,s,n ∧ grad vk0,s〉Γkc = 0 (4.19)

As for the massive conductors, conductors represented via an SIBC can be coupled with
additional and external circuitry. The circuit relation associated to each external component
is added to the problem, with a network constraint specifying the way the finite-element and
the external components are interconnected.
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4.4.1 Experimental validation

The formulation (4.13)-(4.19) is validated experimentally by anew considering the experi-
mental test-case introduced in Section 4.2.3. As a reminder, it is composed by two similar
and aligned pancake windings, each presenting a 52 mm inner radius and made of 7 turns of
a wire with a 4 mm2 section. Adjacent turns being in contact, the turns are separated by
1.3 mm (corresponding to twice the 0.65 mm insulating sheath thickness). The ability of the
proposed formulation to determine the equivalent parameters of a windings couple is demon-
strated by considering a no-load test configuration. Then, the formulation circuit-coupling
capabilities are highlighted by considering the inclusion of the windings in a WPT system.

Determination of the windings equivalent parameters

The SIBC-based magnetodynamic formulation is employed in 3-D for simulating a no-load
test, aiming at the determination of the windings self-parameters with respect to the operating
frequency. The results are compared with the measurements performed using a two-port
impedance analyzer Wayne Kerr 6510B. The resistance values are compared in Figure 4.27b,
while the self-inductance values are compared in Figure 4.28b. In absence of volume mesh in
the conductor, the same mesh (generated within a CPU time of 27 seconds) is employed for
all the simulated frequencies, since a frequency-dependent volume mesh is no longer required.
Each resolution uses 369 537 DoF and lasts 120 seconds. Keeping in mind that a complex
practical system is modeled here, the computational performances (in terms of burden, CPU
time and accuracy) are significantly improved in comparison with the ones displayed by the
classic 3-D finite-element model for academic test-cases.
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Figure 4.27: Validation of the 3-D SIBC-based model (parasitic resistance evaluation)
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Figure 4.28: Validation of the 3-D SIBC-based model (self-inductance evaluation)
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Simulation of a complete WPT system

The 3-D finite-element SIBC-based formulation is validated experimentally on a complete
WPT system depicted by the schematic in Figure 4.29. The experimental setup is identical
to the one employed for the validation of the 2-D finite-element model. As a reminder, the
system is composed by the same couple of aligned windings as employed for the no-load
test presented above. However, the windings are integrated in a complete RIPT system
presenting a self-resonant frequency of 85 kHz thanks to the series connection of a resonant
380 nF capacitor to each winding. The load is a pure resistance of 1 Ω. The SIBC-based
formulation is used for determining the input impedance Z of the complete WPT system,
using a 3-D finite-element modeling of the coils strongly coupled with the external lumped
elements. Two situations are considered, namely the situation where the coils are separated
by 5 cm and the situation where the coils are separated by 10 cm.

380 nF 380 nF

3-D FE SIBC
modeling of the coils

Figure 4.29: Schematic of the validation example circuit

Aligned windings separated by 5 cm The input impedance Z of the whole system when
the coils are aligned and separated by 5 cm is determined numerically, and compared with
the one measured experimentally (using the same impedance analyzer as for the previous
validations). The corresponding results are shown in terms of module Z and phase φZ of
Z with respect to the operating frequency (with a focus on the resonance zone) in Figure
4.30. Since the discretized model of the windings is strictly identical to the one employed
for the no-load test validation, each simulated frequency includes 369 575 DoF (with 8 more
DoF than the no-load test, corresponding to the additional circuit relations) and lasts 120
seconds. In absence of volume mesh inside the conductor, the same mesh (generated, as a
reminder, within 23 seconds) is used for all the simulated frequencies. The comparison of the
numerical and the experimental results demonstrates the clear effectiveness of the method
which reproduces accurately the frequency-domain behavior of the WPT system and notably,
the occurrence of the frequency splitting phenomenon.
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Figure 4.30: Validation of the 3-D SIBC-based model for the evaluation of (a) the module
and (b) the phase of the input impedance of a complete WPT system at 5 cm range
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Aligned windings separated by 10 cm The same comparison is made when the coils are
placed further from each other (i.e. aligned and separated by 10 cm) and the corresponding
results are presented in Figure 4.31. Once again, one can notice the matching between
the results provided by the proposed method and the experimental measurements. Each
simulation includes 391 086 DoF and lasts 162 seconds. The mesh employed for all the
simulated frequencies has been generated in 39 seconds.
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Figure 4.31: Validation of the 3-D SIBC-based model for the evaluation of (a) the module
and (b) the phase of the input impedance of a complete WPT system at 10 cm range

4.5 Conclusions

This chapter gathered the presentation of the different computational models employed in
the framework of this thesis, associated with discussions based on topical numerical results,
destined to mark out our investigations concerning the electromagnetic modeling of solid-wire
planar windings.

Following a progressive approach from less to more complex models, a first 2-D finite-element
model has been used and validated experimentally. The latter provided interesting results,
by producing a relative error of less than 2 % on the determination of the windings self-
parameters in the targeted operating frequency range, while requiring around 3 seconds for
solving between 30 000 to 40 00 DoF. Fostered by these promising results, an original opti-
mal approach for the 2-D meshing of round solid wire submitted to eddy-current effects has
been proposed. The latter is based on a procedure (limited to a 1-D fitting problem) aiming
at determining the optimal radial distribution of the mesh layers inside the conductors for
the interpolated approximation of the current density to fit as best as possible its actual
evolution, determined analytically. Whereas providing slightly more accurate results, the
implementation of the proposed meshing strategy has resulted in the division by four of the
number of DoF and by more than three of the CPU time in comparison with the conventional
best-practice meshing technique. With a simulation time reaching 1 second, the resort to this
optimized 2-D model combined with the virtual laboratory approach promoted in this thesis
is particularly adapted for its integration in an iterative optimization process of the design
of the coils.

The transition from 2-D to 3-D has been initiated with the consideration of a classic massive
conductor 3-D finite-element, employed as a brute-force approach. A procedure destined to
monitor the evolution of the related computational burden by considering progressively more
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complex academic test-cases has been applied. The associated results have demonstrated the
non-practicability of the such a method due to the surge in the computational burden. Due to
the necessity to produce high cross-sectional and longitudinal mesh densities, the simulation
of a simple academic test-case required, for example, more than 600 000 DoF and more than
500 seconds of CPU time for achieving a relative error of 40 % on the windings parasitic
resistance.

Benefiting from an access to an under-development version (dating from the end of 2016) of
the generalized PEEC method as a part of the G2ELab’s MIPSE project, the latter method
has been considered for alleviating the computational burden in 3-D thanks to the intrinsic
advantages pertaining to its integral nature. Nevertheless and despite a drastic decrease in the
number of unknowns, the numerical treatment of its integral formulation associated with the
complex relation between the latter and the elements shape balance the apparent advantages
of the method, especially regarding the precision on the windings resistance. For reaching a
relative error under 3 % on an academical single loop test-case, the method requires more
than 1000 seconds of CPU times. However, the generalized PEEC method demonstrates an
ability to seize more efficiently (i.e. with a looser mesh more quickly) the order of magnitude
of the windings parameters than the 3-D finite-element method, but with an insufficient ac-
curacy on the windings parasitic resistance.

For proposing a practicable and accurate 3-D model of the windings, the resort to SIBCs
has been envisioned for removing the conducting domains from the modeling problem, while
still rendering the eddy-current effects. Regarding the importance of the circuit external to
the windings in the resonant phenomenon, an original weak formulation for implementing a
strong circuit coupling with an a - v magnetodynamic finite-element model using SIBC has
been developed and validated experimentally. In comparison with the performances displayed
by the brute-force finite-element method on academic test-case, the computational improve-
ments are highly significant. Hence, the proposed method requires less than 400 000 DoF
and up to 160 seconds for the modeling of our experimental test-case, with relative errors
below 4 % on the self-parameters in comparison with experimental results. Moreover, the
effectiveness of the circuit coupling is demonstrated by the experimental validation of the
numerical modeling of a complete WPT system and notably the reproduction of the typical
and complex frequency splitting phenomenon.

At this point, the virtual laboratory developed here disposes therefore of a fast and accurate
2-D optimized model, which can be integrated in optimal design procedures (as it is valid for
the nominal position of the coil), and of a practicable and accurate 3-D model, which can be
selectively employed for evaluating more general configurations.
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CHAPTER

FIVE

INTRODUCTION TO RESONANT POWER CONVERTERS

The second part of this thesis is dedicated to the proposition and the development of a power
conversion topology as well as a command methodology for achieving an optimal transfer with
respect to the transmission power efficiency. The most elementary, but typical form for the
power conversion chain is represented in Figure 5.1. The latter comprises a switched-mode
inverter for exciting the system with an AC current or voltage. In practice, a voltage-source
inverter is preferred due to the simplicity associated with its command and due to the lack
of the switching devices employed in a current-source inverter. On the other side of the
transmission system, the secondary (i.e. the receiving) circuit is interfaced with the DC load
via a rectifier, usually consisting in a diode bridge. As the switched-mode inverter is the key
converter in the operation of an RIPT system, this introductory chapter is focusing on the
presentation of the inverter topology and of the inverter command which will be considered
further in this thesis.

Figure 5.1: Typical power conversion chain for resonant inductive power transfer

However, the combination of such a switched-mode converter with a resonant circuit leads
to the creation of a resonant converter, typically employed for enabling soft switching of the
semiconductor devices, thereby reducing the switching losses [113–117]. Depending on the
dynamic behavior of the real semiconductor components and on the converters command,
switching losses are however more difficult to address and to evaluate than static conduction
losses. As discussed later in this chapter, a solution for mitigating (or even avoid) switching
losses consists in including an adequate resonant network in conventional power conversion
chains. In the framework of resonant WPT, the intrinsic resonant nature of the useful circuit
is an obvious asset. Employed properly, the resonant WPT circuit can solve the switching
losses issue, which is precisely problematic for this application, leading to a global synergistic
solution. The study of the soft-switching operation of a resonant converter requires to ad-
dress precisely the switches network topology and the command scheme. As a consequence,
we propose to describe the topology and command of the inverter through the prism of the
resonant converter concept, in order to concomitantly analyze briefly the soft-switching op-
eration of RIPT inverters.
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One can note that, depending on the actual implementation of the system and on its op-
erational features, additional DC-DC converter(s) can be included between the DC source
and the inverter, and/or between the rectifier and the DC load. Also, the rectifier can be
equipped with switches instead of diodes for achieving active rectification. Such modifications
are addressed in the next chapter, for serving the proposed methodology.

5.1 Hard-switching and switching losses

In switched-mode converters, the switches are often caused to turn on by short-circuiting the
load voltage and to turn off by cutting the load current, thereby achieving what is known as
hard-switching. Whereas current and voltage transitions are usually considered as instanta-
neous for simplifying the holistic study of a converter operation, real switches (passive, like
diodes, as well as active, like transistors) are made of charge-controlled semiconductor com-
ponents requiring some time delays for commutating from the on-state to the off-state, and
vice versa. During these time intervals, hard-switched devices are concomitantly submitted
to non-negligible current and voltage, leading to an energy dissipation occurring for each
switching transition and therefore called switching losses. One can notice that over-voltages
and/or over-currents also occur during hard switchings due to the parasitic elements in the
switching circuit.

A simple example of hard-switched circuit for investigating the switching losses - inspired
from [113] - is shown in Figure 5.2a. The related current is and voltage vs schematic lin-
earized waveforms are represented in Figure 5.2b. In the following, the diode D is supposed
to be ideal, since we focus our study on the switch S only. The source Io emulates a constant
load current, while the circuit is supplied by a DC voltage Vo.

Vo
Io

Svs

is

D

(a) (b)

Figure 5.2: Example of a (a) hard-switched circuit and associated (b) linearized waveforms

Initially, the switch is supposed to be off so that it supports the DC source voltage Vo. When
the turn-on signal is transmitted to S, the current starts building progressively up to Io during
a time interval tri. Once the current is established to Io, the voltage falls to the on-state
voltage Vs,on during a time interval tfv. Hence, during the switch entire turn-on time interval
(tri + tfv), a current is 6= 0 and a voltage vs 6= 0 coexist and an energy Wsw,on is dissipated
with

Wsw,on ≈
1

2
VoIo (tri + tfv) (5.1)

Afterward, when the turn-off signal is transmitted to S, the voltage starts building progres-
sively up to Vo during a time interval trv. Once the voltage is established to Vo, the current
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falls to zero during a time interval tfi. Hence, during the switch entire turn-off time interval
(trv + tfi), a voltage vs 6= 0 and a current is 6= 0 coexist and an energy Wsw,off is dissipated
with

Wsw,off ≈
1

2
VoIo (trv + tfi) (5.2)

Consequently, a total amount of energy Wsw,on + Wsw,off is dissipated for each switching
period so that a power

Psw = (Wsw,on +Wsw,off ) fsw ≈
1

2
VoIo (tri + tfv + trv + tfi) fsw (5.3)

is dissipated in average by the switch S due to hard-switching, with fsw the switching fre-
quency. As demonstrated by expression (5.3), switching losses are logically proportional to
the switching frequency and increasing with the product of the load current and voltage,
which poses a problem for the WPT applied to high-power applications regarding the usual
operating frequencies around 100 kHz. The frequency, the voltage and the current being fixed
by the targeted application, the switching losses can be decreased by reducing the rise and fall
time intervals using faster semiconductor components. However, it is a dangerous option as
it would increase the di/dt and the dv/dt during commutations, leading to higher stresses on
the components, and to electromagnetic interferences (EMI) issues. Decreasing the system
efficiency and stressing the components, hard-switching should obviously be avoided, and
hence soft-switching must be considered.

5.2 Soft-switching and resonance

Soft-switching consists in mitigating the switching losses by commanding a switch turn-
on and/or turn-off when its voltage is zero - achieving zero-voltage switching (ZVS) - or
when its current is zero - achieving zero-current switching (ZCS). Depending on constraints
associated with the circuit and on its command, both turn-on and turn-off or only one of
them can be performed without loss. Soft-switching is usually implemented by resorting to
resonant circuits. As a matter of fact, a resonant circuit presents filtering properties which
permits to shape the switch voltage or the switch current for canceling it at the switching
instants. Depending on the converter type and on the localization of the resonant elements,
two categories of soft-switched converters are defined, namely the quasi-resonant converters
(QRCs) and the resonant power converters (RPCs).

5.2.1 Quasi-resonant converters (QRCs)

QRCs are based on the insertion of two auxiliary reactive components (an inductor and
a capacitor) around each switch in any usual hard-switched converter. The local resonant
circuits hence created are shaping the switch voltage as a pulse for achieving ZVS at turn-on
and at turn-off (yielding a ZVS-QRC), or the switch current as a pulse for achieving ZCS
at turn-on and at turn-off (yielding a ZCS-QRC). For illustration purposes, the examples of
quasi-resonant ZVS and ZCS buck converters are presented in Figure 5.3. The typical voltage
and current waveforms in the switch are shown in Figure 5.4.

5.2.2 Resonant power converters (RPCs)

In contrast with QRCs, RPCs (see Figure 5.5) are based on the insertion of two or more
reactive components (with at least an inductor and a capacitor) forming a resonant tank
network (RTN) placed before the useful circuit, in cascade of any conventional AC-output
hard-switched converter, called in this context a controlled switch network (CSN). The RTN
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(a)

Vd

vs

(b)

Vd

is

(c)

Figure 5.3: Example of QRC with an (a) usual buck converter, its (b) ZVS-QRC equivalent
and its (c) ZCS-QRC equivalent

(a) (b)

Figure 5.4: Typical (a) switch voltage waveform in a ZVS-QRC buck converter [116]

aims to produce an oscillation in the voltage across a current-source CSN or in the current
through a voltage-source CSN, allowing its switches to turn-on and/or to turn-off softly.
As a matter of fact, the oscillation produced by the RTN causes the natural cancelation of
the voltage across or the current through the switches in the CSN, enabling therefore soft-
switching when the commutations are tuned correctly with respect to the latter oscillation.

In the framework of resonant WPT, it seems clear that the useful circuit (consisting in the
inductively coupled resonators) can act as an RTN, without any need for additional reactive
components. Hereafter, the use of a resonant WPT circuit as an RTN is detailed in the light
of its inverter soft-switching operation. The attention is drawn on voltage-source converters
only, as current-source converters are not addressed in this thesis due to their marginality,
fostered by the lack of the associated switching devices. In this context, investigating the
soft-switching operation requires to determine clearly

- the CSN switching sequence for achieving a given output voltage, depending on its
topology and on the type of switches command ;

- the resulting evolution of the current waveform, depending on the RTN (i.e. the reso-
nant WPT circuit, in this case).

Both the CSN and the WPT circuit (as an RTN) are investigated in the following sections,
for determining specific rules allowing to ascertain the soft-switching operation of the system
voltage-source inverter.
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Figure 5.5: Typical resonant power converter (RPC) structure

5.3 Characterization of the CSN

5.3.1 Topology of the CSN

Conventional two-level converters are usually employed for supplying a resonant WPT system.
Apart from the push-pull topology (which is rarely employed for WPT and therefore not
addressed here), there are mainly two conventional two-level converter topologies, namely
the half-bridge and the full-bridge converters (see Figure 5.6).

Vd
io vo

Vd
2

Vd
2

N

A

O

TA+ DA+

TA− DA−

(a)

Vd

TA+ DA+ TB+ DB+

TA− DA− TB− DB−

io vo
A

B

N

(b)

Figure 5.6: Topologies of (a) half-bridge and (b) full-bridge inverters

Half-bridge converter

The half-bridge converter consists in a leg composed by two switching cells respectively
denoted A+ and A−, including each an active switch and an anti-parallel diode. The output
AC voltage vo is taken between the middle-point A in the leg and the middle-point O in
a leg composed of two identical capacitors supporting each half the DC source voltage Vd.
Therefore, the AC voltage is worth either Vd/2 or −Vd/2, enabling an output voltage control
using bipolar pulse-width modulation (PWM) techniques (with adjustable frequency and
duty ratio). Finally, the input average current of the half-bridge converter is reversible so
that the useful power flow can be bidirectional.

Full-bridge converter

The full-bridge converter consists in two legs composed each by two switching cells respec-
tively denoted A+ and A− and B+ and B−, including each an active switch and an anti-
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parallel diode. The output AC voltage vo is taken between the middle-point A of the first
leg and the middle-point B of the second leg. Therefore, the AC voltage is worth either
Vd, 0 or −Vd. With more switching combinations, the full-bridge converter offers a wider
scope of output voltage control strategies, enabling bipolar and unipolar PWM techniques
(adjustable in frequency and duty ratio). With an instantaneous output voltage amplitude
equal to Vd, the full-bridge converter consumes less current for converting the same amount
of power in comparison with a half-bridge converter. Like the half-bridge converter, the input
average current of the full-bridge converter is reversible so that the useful power flow can be
bidirectional.

For limiting the converter current consumption and for benefiting from a wider
scope of control strategies (notably unipolar PWM strategies), the full-bridge is
chosen as the converter topology prevailing in the following of this thesis.

Remark. Besides the classic switch-mode converter topologies derived in QRCs or RPCs, it
is worth considering the class E inverter. The latter, based on the use of a single switching
cell, is a combination of a QRC (as it relies on a local reactive element to shape the switch-
related waveforms as smooth pulses) and an RPC (as its operation depends on a downstream
resonant circuit). The class E inverters are hence very particular. The specific resonant
circuit involved in a class E ZVS inverter (see Figure 5.7) is notably compatible with an
RIPT circuit. Its use for RIPT has therefore been investigated in [118–120].

Vd

Figure 5.7: Class E ZVS inverter

Properly designed, this resonant network provides ZVS for both the turn-on and the turn-off
of the switch, cancelling theoretically the switching losses. Another advantage of the Class E
ZVS inverter is the limited number of semiconductor components (only a switch and a diode)
and the simplicity of its control (as the soft-switching is basically ensured by its resonant
circuit). However, the class E ZVS inverter suffers from a poor diversity in the practicable
control strategies and operates correctly for a limited load range. Moreover, its input average
current is non-reversible, so that it is not practicable for bidirectional power transfer.

5.3.2 Command of the CSN

In this section, different PWM command strategies practicable with the full-bridge inverter
[113, 115] are discussed in the framework of RIPT and its constraints (notably in terms of
switching frequency).

Sinusoidal pulse width modulation

The sinusoidal PWM command of the full-bridge inverter is widely implemented in power
electronics. The latter consists in commanding switchings according to the comparison of a
sinusoidal signal presenting the frequency of the desired output voltage with a carrier signal.
Consequently, the switching frequency is a multiple of the circuit operating frequency. Never-
theless, the current delivered by the converter is oscillating at the operating frequency, so that
it does not necessarily (actually, rarely) change sign during a switching period. Implementing
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the soft-switching operation of the full-bridge in these conditions is therefore not practica-
ble. Moreover, the relatively high ratio between the switching and the operating frequencies
required for a proper use of the sinusoidal PWM is not compatible with the framework of
RIPT. The required operating frequency (around 100 kHz) and power levels (several kW)
hinders the realistic consideration of such a command scheme. In the light of the foregoing,
the attention is drawn on square-wave command and its derivatives.

Square-wave control

The square-wave command is the most elementary command strategy for controlling an
inverter. As illustrated in Figure 5.8a, it consists in generating a square-wave voltage with
a positive value (i.e., Vd) during a first operating half-period (with TA+ and TB− turned
on) and a negative value (i.e., −Vd) during the second operating half-period (with TA− and
TB+ turned on). The switching frequency is equal to the operating frequency, enabling a
potential soft-switching operation. The square-wave command is obviously simple, but the
corresponding output voltage suffers from an unfavorable harmonic content, although the
waveform symmetry with respect to the half period suppresses the harmonics from even
orders. Moreover, the filtering effect of the resonant circuit supplied by the converter soften
this issue. The operational drawback of the square-wave control lies in the fact that the output
voltage is only controllable in phase and frequency, but not in amplitude. The amplitude of
the fundamental output voltage is constant and equal to

V̂ (1)
o =

4

π
Vd (5.4)

The adjustment of the output voltage amplitude requires accordingly to insert an extra power
conversion stage upstream to the inverter such as, e.g., a switch-mode DC-DC controller.

(a) (b)

Figure 5.8: Voltage waveforms associated with a (a) square-wave and (b) an SVC-command

Symmetric voltage cancellation command

The symmetric voltage cancellation (SVC) command (also called phase-shift command) con-
sists in commanding each full-bridge leg using a square-wave command (for producing re-
spective square-wave voltage between the node N and each node A and B), while shifting the
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command of the legs by an angle β, called the conduction angle. It results in an output volt-
age with positive and negative alternance separated by zero-voltage levels. The waveforms
related with the SVC-command are presented in Figure 5.8b.

Without being overcomplicated, the SVC-command permits to adjust the frequency, but also
the amplitude of the output voltage using the angle β. During the zero-voltage levels, the
load current circulates within the upper side or within the lower side of the full-bridge and
the load circuit is disconnected from the source. Such states are called freewheeling states, as
the system evolves as dictated by itself. During the non-zero-voltage states (called the active
states), the load is reconnected to the DC source. The amplitude of the fundamental output
voltage is depending on β and given by

V̂ (1)
o =

4

π
Vd sin(β/2) (5.5)

One may notice that the square-wave command is a particular application of the SVC-
command for β = π. For completeness purpose, we could mention another variant of the
command, consisting in the variation of the duty cycle for the command of one out of the
two legs, leading to an asymmetrical voltage waveform and called asymmetric voltage can-
cellation (AVC). Nevertheless, to our appreciation, the implementation of an SVC-command
appears as a perfect compromise between controllability possibilities (as the output voltage
is adjustable in frequency, in phase and in amplitude) and simplicity. The soft-switching
operation of the full-bridge as a CSN commanded with an SVC-command is investigated in
the following. The following conclusions are extended to square-wave commands, with β = π.

5.3.3 Soft-switching in a full-bridge converter

In a full-bridge converter where the switches belonging to the same leg are commanded
complementarily, soft-switching depends on the direction of the current. In this section, the
soft-switching mechanism is discussed for the switch TA+ and extended to the other switches
by proceeding to appropriate analogies.

Soft-switching of TA+

The notation employed here refers to Figure 5.6b. When the voltage VAN is required to tran-
sit from 0 to Vd, the switch TA− is supposed to turn off and to support a non-zero voltage,
while the switch TA+ is supposed to turn on for connecting the node A to the DC source
positive terminal and ensuring the conduction continuity. Let consider the current io taken
as positive as it exits the bridge. If the current io is positive at TA− turn-off, the diode DA+

is reverse-polarized so that TA+ must be turned on to ensure the current conduction while
clamping VAN to Vd, performing hard-switching. However, if the current io is negative at TA−
turn-off, the current establishes naturally in the diode DA+ and the voltage VAN is naturally
clamped to Vd. Therefore, the switch TA+ can be turned on with a marginal delay (actually,
before the next change in the current io direction) and achieve a soft ZVS turn-on.

When the voltage VAN is required to transit from Vd to 0, the switch TA+ is supposed to turn
off and to support a non-zero voltage, while the switch TA− is supposed to turn on for con-
necting the node A to the node N (i.e. the DC source negative terminal). If the current io is
positive at TA+ turn-off, the diode DA+ is reverse-polarized so that the current flows in TA+

and the latter must be turned off while cutting the current io, performing hard-switching. If
the current io is negative at TA+ turn-off, the current flows in the diode DA+ and the switch
TA+ can be turned off with a marginal advance (actually, after the previous change in the
current io direction) and achieve a soft ZCS turn-off.
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Consequently, a simple rule can be obtained for determining soft-switching operation of the
switch TA+ in a full-bridge: the current io must be negative in order to flow in the anti-
parallel diode DA+ at the TA+ switching instant, so that TA+ achieves ZVS at turn-on and
ZCS at turn-off.

Extension to the other switches

The generalization of the simple soft-switching rule established in details for TA+ stipulates
logically that for any switch in the bridge to perform soft-switching, the current must flow in
its anti-parallel diode at its switching instant. By relating this general rule with the respective
switches position in the bridge, one can gather their switching behavior with respect to the
current io direction in Table 5.1.

io > 0 io < 0

TA+ Hard Soft
TA− Soft Hard
TB+ Soft Hard
TB− Hard Soft

Table 5.1: Switching type with respect to io direction
at the switching instant in a full-bridge converter

By reading Table 5.1 and bearing in mind that two switches belonging to the same leg are
switched simultaneously, one can ascertain that both switches in a leg can not achieve soft
switchings at the same time. As a consequence, two out of four commutations occurring in a
leg are necessarily hard switchings. Since the switches in a leg are commanded complemen-
tarily and since the current direction changes between their switching instants, two situations
can occur. On the one hand, both switches can achieve ZVS at their respective turn-on and
a hard switching at their respective turn-off. On the other hand, both switches can achieve
ZCS at their respective turn-off and a hard switching at their respective turn-on. For each
situation, the switching losses during the unavoidable and remaining hard switchings can be
decreased using snubbers.

Snubber circuits

Snubber circuits consists in an auxiliary reactive circuitry localized around a switching de-
vices and aiming at assisting the latter device during a hard switching, for decreasing the
switching losses in the semiconductor components.

A capacitive snubber (see Figure 5.9a) consists elementarily in an auxiliary capacitor con-
nected in parallel with a controlled switch and aims at slowing the voltage rise during a hard
turn-off, with a consecutive reduction of the switching losses. The combination of a capaci-
tive snubber with a switch performing naturally a ZVS turn-on is particularly suitable, as the
energy stored in the auxiliary capacitor during a ”snubbed” turn-off will be restored to the
useful circuit during the next soft turn-on. If, conversely, the switch performs a hard turn-
on, the energy stored in the auxiliary capacitor is dissipated in the switch with a consecutive
increase of the switching losses. In such a case, this energy can be dissipated in an auxiliary
resistor in order to deviate these additional losses from the semiconductor device. In the light
of the foregoing, the combination of a soft ZVS turn-on with a capacitively ”snubbed” turn-
off is particularly suitable as it permits to avoid the turn-on losses (as this commutation is
natural) and to decrease the turn-off losses (as this commutation is assisted by the capacitive
snubber), with the restoration of the energy stored in the snubber to the useful circuit.
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An inductive snubber (see Figure 5.9b) consists elementarily in an auxiliary inductor con-
nected in series with a controlled switch and aims at slowing the current rise during a hard
turn-on, with a consecutive reduction of the switching losses. Analogously to the capacitive
snubber case, the combination of an inductive snubber with a switch performing naturally
a ZCS turn-off is particularly suitable, as the energy stored in the auxiliary inductor during
a ”snubbed” turn-on will be restored to the useful circuit during the next soft turn-off. If,
conversely, the switch performs a hard turn-off, the energy stored in the auxiliary inductor
is dissipated in the switch with a consecutive increase of the switching losses and causes
the occurrence of a detrimental over-voltage due to the related high di/dt. Once again, this
energy can be dissipated in an auxiliary resistor in order to deviate these additional losses
from the semiconductor device. Regarding the reasoning above, the combination of a ZCS
turn-off with an inductively ”snubbed” turn-on is particularly suitable as it permits to avoid
the turn-off losses (as this commutation is natural) and to decrease the turn-off losses (as this
commutation is assisted by the inductive snubber), with the restoration of the energy stored
in the snubber to the useful circuit.

(a) (b)

Figure 5.9: (a) Capacitive snubber and (b) inductive snubber

Summary

In a full-bridge RPC, a given transistor performs a soft switching (whether it is a turn-on
or a turn-off) depending only on the direction of the current at the commutation instant. A
current entering the bridge (i.e. io < 0) ensures soft-switching for the switches TA+ and TB−,
whereas a current exiting the bridge (i.e. io > 0) ensures soft-switching for the switches TA−
and TB+.

In the steady-state, the SVC-commanded inverter output current is expected to be symmetric
with respect to the half-period. Since the switches from a common leg are commanded
complementarily, the switches from a common leg realize only one common type of soft
switching, i.e. either both realize a ZVS at turn-on or both realize a ZCS turn-off. The
other movement is necessarily a hard switching. The resort to snubbers can be envisioned
for decreasing the losses during the latter remaining hard switching. One can notice that
in the framework of resonant WPT, the most matured technology for realizing the switches
in practice (regarding the power and frequency levels concerned by the resonant WPT) is
the metal oxide semiconductor field effect transistor (MOSFET) which presents a parasitic
parallel capacitance. The latter capacitance acts intrinsically as a capacitive snubber, with
its benefits and its drawbacks. In the light of the contraindications raised relative to the use
of capacitive snubbers, the functioning corresponding to a soft ZVS turn-on of the switches
followed by a capacitively ”snubbed” turn-off is more suitable.

105



5.4 Impact of the resonant inductive circuit

The impact of a typical resonant inductive circuit on the phase shift between the output
current and the output voltage of the inverter is addressed in this last section.

Using a series-compensated primary, the resonant current (i.e., the current circulating in the
mesh comprising the resonant inductance and capacitance) is the current furnished by the
inverter. Hence, the output current io of the converter is quasi-perfectly sinusoidal due to the
filtering effect of the primary LC oscillator solicited around its self-resonant frequency. The
first-harmonic analysis (FHA) of the system equivalent circuit in the frequency domain can be
employed for determining the current with sufficient precision. Using a parallel-compensated
primary, the full-bridge can not be connected directly in parallel with the resonant capaci-
tance. As a matter of fact, as a voltage-source switched-mode converter, the inverter studied
here produces relatively high dvo/dt which could lead to significant and detrimental over-
currents when applied directly to a capacitance. For avoiding such over-currents, a series
inductance is introduced between the inverter output and the primary circuit. From the lat-
ter terminals, the voltage-source converter is seen as a current-source. In some contributions
from the literature the additional inductance is not considered in the compensation scheme,
so that the sinusoidal nature of the converter output current and therefore the relevance of an
FHA approach are not always ensured. In this thesis (as explained in Chapter 8), a parallel-
compensated primary is designed for integrating the additional converter output inductance
in the compensation scheme. Therefore, the converter output current recovers its sinusoidal
nature and the FHA approach is anew relevant for investigating the soft-switching operation
of a resonant converter using an RIPT circuit as an RTN.

For this analysis, the inverter is replaced by an ideal AC voltage source Vo delivering the
fundamental voltage of vo and employed as a phase reference. Once the phase ϕ of the
output current phasor Io is computed via FHA, three different situations can occur when the
full-bridge is commanded via SVC, which are

1. the current is sufficiently capacitive for the current zero-crossings to occur before each
freewheeling state (i.e., when ϕ < − (π−β)

2 ) ;

2. the current is sufficiently inductive for the current zero-crossings to occur after each
freewheeling state (i.e., when − (π−β)

2 < ϕ < + (π−β)
2 ) ;

3. the current is nearly in phase with the voltage and its zero-crossings occurs during the
freewheeling states (i.e., when ϕ > + (π−β)

2 ).

The associated current and voltage waveforms are shown in Figure 5.10.

(a) Capacitive current (b) Inductive current (c) In-phase current

Figure 5.10: SVC-controlled resonant full-bridge output current and voltage
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By observing the waveforms in Figure 5.10 in the light of the semiconductors devices switching
sequence using an SVC-command, and of the rules established for analyzing the type of
switching in a full-bridge employed as a CSN, one can ascertain that

• in the first situation (i.e., a capacitive current), all the switches are performing a hard
turn-on and a soft ZCS turn-off ;

• in the second situation (i.e., an inductive current), all the switches are performing a
soft ZVS turn-on and a hard turn-off ;

• in the third situation (i.e., a weakly inductive or capacitive current), the switches from
one leg of the full-bridge (i.e. TA+ and TA−) observe a capacitive current and the latter
are performing a hard turn-on and a soft ZCS turn-off, while the switches from the other
leg (i.e. TB+ and TB−) observe an inductive current and the latter are performing a
soft ZVS turn-on and a hard turn-off.

Ideally, as argued in the previous section, the second situation is fostered. Nevertheless, an
RIPT system is designed and operated for precisely ensure a zero phase angle between the
inverter voltage and current. When the freewheeling state durations are sufficiently short, a
small phase shift can be applied (via a tenuous variation of the frequency) for ensuring to
operate similarly to the second situation. However, when the freewheeling state durations
are more important, such a phase shift would be problematic for the volt-ampere rating of
the inverter. As a consequence, the situation is similar to the third among those mentioned
above, where the leg A performs a ZCS turn-on and a hard turn-off and the leg B performs
a ZVS turn-off and a hard turn-on. For reducing the losses associated with the remaining
hard commutations, the resort to adequate snubbers, specifically adapted to the switching
type in each leg, can be envisioned. However, as specified in Chapter 6, the objective of
this thesis is to consider bidirectional systems, where the inverter may operate as an active
rectifier. The inversion of the power flow direction in the converter is accompanied with a
change in the converter current and the switching types in legs A and B interchange. As
a consequence, for reducing at best the switching losses in the semiconductor components,
we would suggest to draw a particular attention on the elaboration of more sophisticated
snubber circuits, combining a capacitive and an inductive contributions.

5.5 Conclusions

In this chapter, we decided to present the converter topology and the command employed
in the following developments through the prism of the resonant converter concept. Usually
established purposely by adding a resonant network in conventional circuits, the resonant
operation of the converter permits to reduce and further avoid its switching losses. Here,
the resort to a switched-mode converter for the AC-DC or the DC-AC conversion in an
RIPT results intrinsically in a resonant operation of the latter converter. Without being a
key-concept in the developments presented further, we estimated interesting to address the
soft-switching operation of converter involved in the power conversion for RIPT systems.
By focusing our investigation on a full-bridge converter commanded via SVC, the rules for
adjudicate on the nature of the switchings in the converter have been established. Thanks
to the filtering effect associated with the resonant operation of the transmission circuit, this
adjudication can be made on basis of an FHA, due to the systematic sinusoidal form of the
converter output current. Based on the phase shift between the voltage and the current and
on the waveform of the voltage, different situations distinctive by the nature of the switchings
in the converter have been raised and commented.
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CHAPTER

SIX

ACTIVE RECTIFICATION FOR THE OPTIMAL COMMAND OF
RESONANT WIRELESS POWER TRANSFER

In the introductory aspects of this thesis, the development of the power efficiency of a res-
onant WPT system demonstrated that the latter efficiency depends on the design of the
coupled windings (which can be addressed numerically via the virtual laboratory and the
original approaches proposed in the first part of this thesis) and on the operating conditions
of the transmission circuit. These operating conditions correspond to the resonant operation
on the secondary side of the system (guaranteeing an optimal reactive power flow in the
system) and to the value of the apparent load resistance (guaranteeing an optimal active
power flow in the system). Basically, the optimality of the efficiency can be compromised by
a poor design or by the alteration of the circuit components, as well as by the modification of
the operating conditions. Nevertheless, adequately controlled, the power converters inherent
to the practical implementation of resonant WPT can effect on the system operation, for
ensuring a maximal efficiency despite any deviation on the operating conditions. Therefore,
the establishment of an original optimal command of the power converters surrounding a
resonant WPT system is proposed in this chapter.

Hereafter, a state of the art of the different existing control strategies is presented, with a
particular focus on the most significant contributions addressing the operational maximiza-
tion of the power efficiency of resonant WPT systems. Thanks to a progressive analysis of
their respective advantages and drawbacks, the original positioning of this thesis is clarified,
before the development, the illustration and the discussion of the proposed optimal command
methodology and of the related results in the frequency and time domains.

6.1 State of the art

The definition of the optimality in the operation of a system is related to the operational
objectives aimed by its designer. In the framework of resonant WPT, two types of operation
prevail, namely the maximum power and the maximum efficiency operations. Both modes of
operation correspond to different and non-compatible functioning conditions and can there-
fore not be achieved simultaneously. As briefly mentioned in the introductory aspects of
this thesis, the maximum power operation is usually praised for low-power applications. As
a matter of fact, the unavoidable compromise on the efficiency entailed by such operation
mode is not problematic for low-power applications, as the consecutive losses represent a low
amount of power in absolute terms. These losses are an acceptable price to pay for furnishing
the maximum power regarding the operational constraints (e.g. a large range). Moreover,
low-power transmissions are generally implemented in a high frequency range (i.e., from a
few to tens of MHz) guaranteeing a high figure-of-merit (as discussed in Section 1.3.3) and
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therefore intrinsically acceptable efficiencies. Conversely, the maximum efficiency operation
is favored for mid- (hundreds of W) and high-power (from a few to tens of kW) applications,
as each percent of the efficiency represents a non-negligible amount of power. In addition, the
power is usually rated for such application type. Since this thesis focuses on the application
of resonant WPT to high-power applications, our definition of the operational optimality
corresponds to the maximization of the transfer power efficiency.

In this section are presented the contributions from the academia which address the maxi-
mum efficiency operation of resonant WPT systems and which are the most significant to our
appreciation. This state of the art aims to present the outcome(s) from each of these contribu-
tions which led to the progressive establishment of the original optimal control methodology
proposed in this thesis.

6.1.1 Variable-frequency control strategies

The operating frequency is obviously a key parameter in the functioning of a resonant WPT
system and consequently in its performances setting. As exposed in Section 1.3.3, the op-
erational maximization of the power efficiency of a resonant WPT system corresponds to
the imposition of an optimal value for the apparent load resistance, seen from the secondary
terminals. The value of the load resistance maximizing the transfer efficiency depends on the
operating frequency and on the inductive coupling (via the mutual inductance value). Con-
sequently, a frequency variation can be employed for ensuring optimal transfer performances
despite deviations in the coils mutual inductance or in the actual load of the system. Differ-
ent strategies consisting in varying the system operating frequency via an adequate command
of the voltage-source inverter have been proposed [121, 122]. However, such command may
require a frequency shift which can reach from 20 % to 30 % of the system nominal frequency.
Such large frequency shifts result in a decrease in the system power transfer capability and
in a reduction in stability and controllability due to the occurrence of the frequency splitting
phenomenon [61]. Beyond these purely operational concerns, a variable operating frequency
is likely to introduce issues related to EMI. Finally, ongoing standardization procedures tend
to impose a fixed operating frequency for improving the universality and the normalization of
the different resonant WPT systems. As already mentioned in the introduction of this thesis,
the standard SAE J2954 prevails in the framework of EVs battery charging. The latter stan-
dard fixes the frequency to 85 kHz with a permitted deviation within -4.7 % (corresponding
to 81.9 kHz) and +5.8 % (corresponding to 90 kHz). In [123], the authors propose a variable-
frequency control based on an impedance matching network for countering variations in the
inductive coupling, while complying with the SAE J2954 standard frequency-deviation tol-
erance. Though, the paper does not inform about the quantitative variations in the coils
coupling which are tolerated without infringing the standard, since only the geometrical mis-
alignments of the coils are specified without any reference to the latter impact on the mutual
inductance.

As a consequence of the different drawbacks raised above, the use of the operating
frequency as a control parameter is not considered in the following of this thesis.
The attention is therefore drawn on fixed-frequency control strategies.

6.1.2 Fixed-frequency control strategies

Fixed-frequency control strategies are commonly based on the source and load voltages mod-
ulation for the apparent AC-side load resistance to match the optimal load resistance value.
The most elementary technique corresponds to adding a DC-DC converter between the sec-
ondary AC-DC converter and the actual load resistance, so that the apparent AC-side load

109



resistance can be modulated for meeting its optimal value by the adequate setting of the DC-
DC converter duty cycle. Concomitantly, the primary DC-AC converter adapts the AC-side
primary voltage for regulating the transmitted power. Nonetheless, the value of the optimal
load resistance depends on the coils equivalent lumped parameters, namely their mutual in-
ductance and their respective parasitic resistance. The measurement of these parameters is
delicate (justifying in passing the usefulness of a virtual prototyping laboratory as developed
in the first part of this thesis). For avoiding such measurements, a first control strategies cat-
egory is based on a perturbation and observation (P&O) algorithm for seeking step-by-step
via trial-and-error the operating point providing the maximum efficiency, without requiring
the measurement or the determination of the circuit parameters. These techniques are called
the maximum efficiency point tracking (MEPT) techniques as a reference to the
maximum power point tracking from which it is inspired and which is well-known for the
exploitation of photovoltaic panels or wind turbines.

Figure 6.1: Schematized topology of the MEPT technique proposed by Li et al.

Li et al. have proposed and extensively investigated an MEPT technique implemented thanks
to the topology schematized on Figure 6.1 [124]. A first DC-DC converter interfacing the
secondary diode rectifier with the load aims to maintain a constant output voltage Vo across
the load by effecting on its duty ratio Do. A second (front-end) DC-DC converter interfaces
the DC voltage source of the system with the primary inverter, which produces a square-wave
voltage. The latter DC-DC converter is employed for introducing (via the modification of its
duty cycle Di) a variation in the primary AC voltage. The P&O algorithm is implemented
as follows. The controller induces a duty cycle change ∆Di, while the input current Ii is
monitored. Assuming that the regulation of Vo is sufficiently fast and that the load is con-
stant, the output power is assumed to be constant. The monitored evolution of the input
current Ii is therefore a reflection of the evolution of the efficiency, as a diminution of Ii
corresponds to a higher efficiency and vice versa. As exposed by the authors, the evolution
of the efficiency with respect to the input voltage is concave down. As a consequence, if the
efficiency is growing (respectively, decreasing) subsequently to a duty cycle change ∆Di, a
similar (respectively, opposite) variation is applied for seeking the maximum efficiency. The
authors have demonstrated that the steady-state optimal operating point corresponds to a
situation where the secondary current is such that the AC-side apparent resistance is equal
to its optimal value. Zhong et al. have proposed a similar MEPT scheme where the imple-
mentation of an SVC-commanded full-bridge inverter for the supplying the primary avoids
the need for the input DC-DC converter, as the input perturbation is performed by applying
a change in the SVC conduction angle [125]. These contributions demonstrate that the
converters surrounding the resonant transmission circuit are able to modulate
the apparent load resistance by effecting on the amplitude of the primary and/or
secondary AC voltages.
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Although effective, those strategies effect solely on the active power flow since only the
apparent load resistance is modulated by the converters. The reactive power flow is, for
its part and despite its preponderance for a proper resonant operation, free to vary with
potential modifications or deviations in the reactive components parameters. Therefore,
researches have investigated the replacement of the secondary diode rectifier by a switched-
mode rectifier controlled for phase-shifting the secondary AC voltage, resulting thereby in the
emulation of a modulated load reactance influencing the reactive power flow in the system.
These techniques are called active rectification techniques.

Figure 6.2: Schematized topology of the active resonance technique proposed by Zhao et al.

Zhao et al. have pioneered the resort to active rectification in the resonant WPT framework,
by proposing the topology schematized in Figure 6.2 [126]. Without reasoning in terms of
impedance emulation, the authors purpose is to employ the active rectifier for making the fil-
tering capacitor Cf contribute to the reactive power compensation of a secondary side devoid
of resonant capacitor. The transferred power and the efficiency are expressed with respect to
the phase shift between the primary and the secondary voltages, which is the unique degree
of freedom available for the control as both converters generate a square-wave voltage (with
a fixed amplitude). The phase shift providing the highest efficiency is then applied to the
secondary voltage via active rectification. One can note that the evolution of the efficiency
with respect to the phase shift and the highest efficiency value are both depending on the
actual load RL. Since the primary voltage is kept constant, the transferred power is not
adjustable and is fixed by the applied phase shift and by the actual load RL.

Although innovative and validated experimentally, this approach does not operate the system
in its optimal conditions. Despite the reactive power flow is effectively influenced and opti-
mized via the phase shift control, the constancy of both AC voltages amplitude inhibits the
regulation (and therefore, the optimization) of the active power flow. In other words, the resis-
tive and the reactive parts of the apparent load impedance seen from the secondary terminal
are not controlled independently. The emulated apparent reactance may reproduce the reso-
nant conditions despite the avoidance of secondary resonant capacitor, but the corresponding
apparent resistance is not equal to the optimal load resistance value. As a consequence, the
performances achieved by implementing the method proposed by Zhao et al. are
non-optimal in absolute terms, as demonstrated by their strong dependence with respect
to the actual load resistance. However, this contribution demonstrates that the con-
verters surrounding the resonant transmission circuit are able to modulate the
apparent load reactance by effecting on the phase shift between the primary and
secondary AC voltages.

Aware of the aforementioned issues but interested by the reactance emulation idea, Berger
et al. have presented a contribution explicitly based on [126] in [127,128] where the controls
of the real and of the imaginary parts of the load impedance are independent. Despite being
equipped with an active rectifier and in contrast with the previous contribution, the proposed
system comprises here a secondary resonant capacitor for reducing the effort sustained by the
active rectifier. As shown in Figure 6.3, the method employs the active rectifier for imposing
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Figure 6.3: Schematized topology of the active rectification technique proposed by Berger et
al.

the phase shift between the primary and secondary AC voltages (with an effect on the ap-
parent reactance of the load) and an additional buck converter interfacing the rectifier with
the actual load, which modifies the amplitude of the secondary AC voltage (with an effect
on the apparent resistance of the load). As a result, the resistive and the reactive parts of
the apparent load can be controlled independently. An experimental validation proves the
methodology implementability. Nevertheless, the approach for computing the opti-
mal loading conditions is not ideal to our appreciation, as the targeted operating
point is only optimal under a specific constraints but not in absolute terms. In-
deed, since the primary voltage amplitude is kept constant, the efficiency and the transferred
power are related by the apparent load impedance. The optimal loading conditions are calcu-
lated for maximizing the efficiency, provided that a specific power amount is transferred under
the fixed primary voltage. Consequently and on a holistic point of view, the optimal load-
ing conditions and the optimal efficiency (as defined in these papers) are dependent on the
output power and the system does not always operate at the maximum efficiency physically
achievable by the resonant transmission circuit (i.e., the equivalent load resistance is different
from its optimal value). Moreover and on a more practical point of view, the computation of
these loading conditions are achieved either via a constrained numerical optimization process
of the efficiency or via a complex constrained analytical minimization of the input current
using Lagragian multipliers. Nonetheless, this contribution demonstrates that the
converters surrounding the resonant transmission circuit are able to modulate
independently and simultaneously the apparent load resistance and reactance by
effecting on the amplitude of the secondary AC voltage and on the phase shift
between the primary and the secondary AC voltages.

6.1.3 Positioning of this work

The progressive approach in the state of the art presented above demonstrates that the idea
consisting in employing active rectification for interfering with the active as well as reactive
powers management in a resonant WPT system is applicable. Inspired by those contributions,
we decided to propose an original optimal control technique based on an active rectification
and innovative in two main aspects.

On the one hand, we propose to simplify the power conversion chain topology (see
Figure 6.4). For this purpose, the non-synchronous rectification is performed by controlling
the active rectifier using a symmetric voltage cancellation (SVC) command, enabling the
combined control of the amplitude and of the phase of the secondary voltage without any
additional DC-DC converter. The remaining topology comprises two reversible full-bridge
converters separated by a transformer, which is usually known as a dual active bridge (DAB)
structure. Here, the resonant capacitors are added to the conventional DAB structure in
such way that we decided to nuance the topology designation by referring to the latter as
resonant dual active bridge (RDAB). Such structure results in a topological symmetry which
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provides intrinsic power-reversibility capabilities for the proposed resonant WPT
system, which is a farsighted asset since enabling bidirectional power-flows permits to use
EVs as storage units for vehicle-to-home (V2H) and vehicle-to-grid (V2G) applications [33].
In contrast, the aforementioned state-of-the-art contributions use asymmetric topologies and
are only practicable for a unidirectional power transfer. One can note that bidirectional
resonant WPT systems are proposed in the literature [129–132]. Such systems are usually
equipped with a secondary converter comprising switches, but the latter purpose consists in
the system topological reversibility only (by using only the anti-parallel diode on the receiver
side, without performing any active rectification).

Figure 6.4: Schematized topology of the proposed system

On the other hand and most importantly, we propose an original approach for the deter-
mination of the system optimal operating conditions. More precisely and in contrast
with the most advanced state-of-the-art contribution proposed by Berger et al., we propose
to operate the system at the maximum efficiency achievable by the transmission
circuit, regardless of the required output power. For enabling such functioning, the
modulation of the primary voltage amplitude is considered. The primary voltage amplitude
variability confers an extra degree of freedom to our approach (in addition to the secondary
voltage amplitude and to the phase shift between the primary and the secondary voltages),
allowing therefore to adjust independently the output power, the apparent load resistance
and the optimal load reactance. Addressing separately the power efficiency and the output
power permits to derive the optimal loading conditions analytically, via a simple uncon-
strained optimization of the efficiency expression. Finally and as demonstrated hereafter, the
simplicity and the methodical aspect of the proposed approach enhances its generalization
to any compensation topology (i.e., the series-series, the parallel-parallel, the parallel-
series and the series-parallel compensations), whereas state-of-the-art methodologies are only
developed for the series-series compensation scheme.

The proposed method is precisely detailed for a series-series resonant WPT system, before
being extended to the other compensation types in Chapter 8.

6.2 Series-series resonant dual active bridge (SS-RDAB)

The proposed resonant WPT system topology is presented in Figure 6.5. This system inter-
faces the utility (represented by the rectifier utility voltage Vu) and a battery (represented
by the battery voltage Vb). Each oscillatory circuit is connected to a full-bridge converter
interfacing the resonant WPT system with the rectified utility voltage Vu on one side and
with the battery voltage Vb on the other side. One can notice the power-reversibility capa-
bilities offered by the proposed topology, which is moreover perfectly symmetric with respect
to the coupled windings. For clarity and non-redundancy purposes, only the case of a power
transfer from the utility to the battery is addressed in the following developments. Given the
system topological symmetry, the case of a transfer from the battery to the utility can be
treated similarly by interchanging the primary and the secondary roles in the expressions.
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Figure 6.5: Proposed series-series resonant WPT topology

As a reminder, the system is designed so that the primary and the secondary circuits share
a common self-resonant frequency ω0, i.e.

ω0 =
1√
LpCp

=
1√
LsCs

. (6.1)

Operated with an angular frequency ω equal to ω0, one reminds that the system of coupled
resonators displays a theoretical infinite power transfer capability whereas presenting a uni-
tary power efficiency. In practice, these transfer performances are limited by the components
parasitic resistances Rp and Rs.

6.2.1 Equivalent first-harmonic circuit

Considering the filtering action of each LC circuit on the converters AC currents, a first
harmonic analysis performed on the equivalent circuit shown in Figure 6.6 is sufficient a
priori for analyzing the system operation. The currents and voltages are represented by their
respective phasors phasors. The power converters and their respective DC voltage sources
can be replaced by ideal AC voltage sources Vp and Vs, as their respective AC voltages vp
and vs are controllable in module and phase via an SVC-based command.

Figure 6.6: Equivalent circuit for the first-harmonic analysis

Before developing the proposed methodology, the circuit is solved for obtaining the primary
and the secondary currents Ip and Is with respect to the source voltages Vp and Vs. By
applying Kirchhoff’s voltage law to the equivalent circuit presented in Figure 6.6, one has

Vp = ZpIp + jωM Is (6.2)

Vs = ZsIs + jωM Ip (6.3)

with the primary circuit impedance Zp and the secondary circuit impedance Zs defined as

Zp = Rp + jωLp + 1/jωCp (6.4)

Zs = Rs + jωLs + 1/jωCs (6.5)
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Solving (6.2) and (6.3), the expression for each current is obtained with

Ip =
ZsVp − jωMVs

ZpZs + ω2M2
(6.6) Is =

ZpVs − jωMVp

ZpZs + ω2M2
(6.7)

6.2.2 Power efficiency and optimal load impedance

The proposed topology enables the ability to modulate the apparent load impedance and the
proposed approach consists in imposing the load impedance which maximizes the transmission
power efficiency. For analyzing the efficiency and given the assumed direction of the useful
power (i.e., from the primary to the secondary), the secondary voltage source Vs is replaced
by an equivalent load impedance ZL = RL + jXL. The power efficiency can be expressed as

η =
RLI

2
s

RpI2
p +RsI2

s +RLI2
s

(6.8)

where Ip and Is are the root-mean-square (RMS) values of the primary and of the secondary
currents, respectively. The values Ip and Is can be related by applying the Kirchhoff’s voltage
law to the secondary circuit mesh. One has

jωM Ip = −(Rs + jωLs +
1

jωCs︸ ︷︷ ︸
jXs

+RL + jXL) Is = −(Rs +RL + jXs + jXL) Is

so that the RMS value of the primary current Ip can be expressed as

Ip =

√
(Rs +RL)2 + (Xs +XL)2

ωM
Is (6.9)

By introducing the relation (6.9) in the expression (6.8), the efficiency becomes

η(RL, XL) =
RL

Rp
(Rs+RL)2+(Xs+XL)2

ω2M2 +Rs +RL
(6.10)

One can anew observe that the efficiency depends on two types of parameters, namely

- the transmission circuit intrinsic parameters (i.e. the parasitic resistances Rp and Rs,
the secondary self-inductance Ls, the secondary resonant capacitance Cs and the mutual
inductance M), which are imposed by the LC oscillators design ;

- the resistive part RL and the reactive part XL of the apparent load impedance, which
can be modulated by controlling adequately the secondary power converter.

For taking full advantage of a given transmission circuit, the transfer efficiency can therefore
be maximized by imposing the optimal load resistance RoptL and reactance Xopt

L so that

∂η

∂RL
(RoptL , Xopt

L ) = 0 and
∂η

∂XL
(RoptL , Xopt

L ) = 0 (6.11)

The problem (6.11) is solved analytically as a system of two equations involving two unknowns
(see Appendix B for the detailed developments) and the solutions are

RoptL = Rs

√
1 +

ω2M2

RpRs
(6.12)

Xopt
L = −Xs =

1

ωCs
− ωLs (6.13)
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One can notice that the optimal load reactance Xopt
L is null when the secondary LC oscilla-

tor is correctly tuned (i.e., when ω = 1/
√
LsCs), whereas it ensures the cancellation of the

residual reactance in the secondary circuit in the case of a mistuned secondary oscillator.

Ensuring RL = RoptL and XL = Xopt
L guarantees to operate the system at its maximum

intrinsically (or physically) achievable efficiency ηmax, which is imposed by the design of the
LC circuits only and given by

ηmax =
ω2M2

RpRs

(
1 +

√
1 + ω2M2

RpRs

)2 (6.14)

6.2.3 Methodology for the system optimal command

The methodology consists in determining the source voltages Vp and Vs ensuring simultane-
ously the maximization of the power efficiency and the setting of the output power.

Maximization of the power efficiency

According to the developments above, the system achieves its maximum intrinsic efficiency
when the equivalent resistance and reactance seen from the secondary oscillator terminal are
respectively equal to RoptL and to Xopt

L . Therefore, the mathematical condition for the system
to achieve the maximum efficiency is written as

Vs = −(RoptL + jXopt
L )Is (6.15)

By eliminating the secondary current using (6.7) in (6.15), the condition becomes

−jωM(RoptL + jXopt
L )Vp + (ZpZs + ω2M2 +RoptL Zp + jXopt

L Zp)Vs = 0 (6.16)

which is a first equation linking the complex unknowns Vp and Vs. The definition of another
equation is mandatory for creating a solvable system of complex equations. This additional
equation is associated with the setting of the required active output power.

Setting of the required output power

Achieving a reference power Pref to the load is accomplished by setting adequately the module
of the secondary current. Indeed, assuming that condition (6.16) is achieved, the real part of
the load impedance is equal to RoptL so that a power Pref is transmitted to the load when

Is =

√
Pref

RoptL

(6.17)

Conventionally, the primary voltage Vp is chosen as a phase reference due to its source role.
However, no assumption can be made regarding the phase shift between the secondary current
Is and the primary voltage Vp without interfering with the circuit natural operation. As a
consequence and for convenience, the secondary current Is is chosen here as a phase reference
and the complex condition for achieving an output power Pref becomes

Is =

√
Pref

RoptL

(6.18)

Using (6.7) and (6.18), this condition is expressed in terms of voltages Vp and Vs as

−jωMVp + ZpVs = (ZpZs + ω2M2)

√
Pref

RoptL

(6.19)
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which is a second equation linking the voltages. Finally, the desired operating point is reached
by imposing the voltages Vp and Vs solving simultaneously equations (6.16) and (6.19).

6.2.4 Illustration and interpretation of the method beneficial effects

Via an first-harmonic analysis performed on the equivalent circuit from Figure 6.6 in the
Matlab environment, the main principle of the proposed methodology is illustrated on a
EV test-case designed using the virtual laboratory elaborated in the previous part of this
thesis. This test-case comprises two identical windings presenting a 50-cm outer diameter
and consisting in 16 turns of 10-mm2 solid wire, each separated by 5 mm. In their nominal
position, the coils are aligned and separated by a distance of 25 cm (corresponding to a
typical car underbody height). The nominal circuit parameters of this test-case are gathered
in Table 6.1, with capacitances compensating perfectly each winding self-inductance at the
nominal operating frequency of 85 kHz.

f Rp = Rs Lp = Ls Cp = Cs M

85 kHz 176 mΩ 109 µH 32.2 nF 13.3 µH

Table 6.1: Nominal parameters of the test-case circuit

The system is expected to supply a reference output power Pref = 3.7 kW to the load. For
comparison purposes, the performances afforded by the proposed system are contrasted with
the performances of an equivalent passive system, equipped with a diode rectifier. For a
fairer and a more readable comparison, the passive system output power is kept constant by
adapting its primary voltage for each investigated situation. In the latter system, the diode
rectifier and the battery are represented by an accordant equivalent load resistance given by

RpasL =
8

π2

V 2
b

Pref
= 28.40 Ω (6.20)

where Vb is taken equal to 360 V, corresponding to a standard voltage for EV battery packs.
The optimal load impedance ZoptL corresponding to the test-case nominal parameters is purely

resistive, as Xopt
L is null since the primary and secondary sides are perfectly tuned. One has

ZL = RoptL = 7.11 Ω

and the system produces a power efficiency of 95.2 %, which is the maximum achievable
efficiency. Due to the difference between the optimal load resistance RoptL and the equivalent
passive load resistance RpasL , the passive system delivers a power efficiency of 90.4 %.

Hereafter, we propose a detailed comparison between the proposed SS-RDAB and the passive
systems when the circuit parameters deviate from their nominal values. Deviations in the
windings self-parameters (i.e., the windings parasitic resistances and self-inductances) are
not considered because unlikely to vary (as planar coils are simple and reliable components,
essentially characterized by their geometry1).

Variation of the mutual inductance M

As a first illustration, the decrease of the mutual inductance M is addressed as the most
important case because very likely and frequently occurring during a practical WPT sys-
tem operation (due to the windings misalignment). Impacting RoptL as evinced by expression

1One can note that the parasitic resistances of the windings may change with respect to the operating
frequency. However and as argued above, our investigation domain is limited to a fixed-frequency functioning.
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(6.12), a modification of M challenges the active power modulation abilities of the system.

By starting from the reference point indicated in Table 6.1, a relative variation of the mutual
inductance M down to -90 % is considered. The corresponding evolutions of the power effi-
ciency are shown in Figure 6.7a and compared to the maximum achievable efficiency. One can
observe that the proposed method adapts the apparent load resistance (see Figure 6.7b) for
reaching constantly the maximum achievable efficiency, which decreases slowly as M declines.
The passive system efficiency is on the other hand clearly more impacted by the decreasing of
M , with a surge of the difference between its efficiency and the maximum achievable efficiency.
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Figure 6.7: Evolutions of the (a) power efficiency and of the (b) equivalent load resistance
with respect to a decrease of M for the proposed and the passive systems

Up to this point, the proposed methodology features have been established on a pure mathe-
matical basis and illustrated with a global quantity as the power efficiency. Although neces-
sary, such an approach is nevertheless abstract as regards the proposed method actual action
on the electric quantities in the operated resonant WPT system. Therefore, we propose to
observe in Figures 6.8 and 6.9 the phasors of the voltages and currents in the complex space
for permitting an intuitive understanding of the overall action of the proposed method.

(a) 0 % (nominal) (b) -25 % (c) - 50 %

Figure 6.8: Representation of the voltages and currents phasors for different relative
variations of M impacting the passive system

For the passive configuration, a decline in M increases significantly the primary current Ip
since the system has to achieve a constant output power despite harsher coupling conditions.
The secondary current Is is constant since the output power and the apparent load resistance

118



(a) 0 % (nominal) (b) -25 % (c) - 50 %

Figure 6.9: Representation of the voltages and currents phasors for different relative
variations of M impacting the proposed system

are both constant. The power efficiency is therefore deteriorated due to increased Joule losses
in the primary side. Facing up those conditions, the proposed method takes an action on
the voltages Vp and Vs for an optimal repartition of the losses in the system, by decreasing
the primary current Ip while increasing the secondary current Is. The balance between both
currents modules provided by the proposed system is clearly shown in Figure 6.10a, displaying
a quasi unitary ratio between the latter modules in contrast with the currents imbalance in
the passive system. As demonstrated on Figure 6.10b, the implementation of the proposed
method results in a lower total current Ip + Is in the system and accordingly in lower losses.
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Figure 6.10: Evolutions of the currents modules (a) ratio and (b) sum with respect to a
decrease of M for the proposed and the passive systems

Variation of the secondary capacitor Cs

As a second illustration, the variation of the secondary capacitance Cs is addressed. Both
the increase and the decrease of the capacitance are relevant for investigating the proposed
and passive systems behavior in the case of a healthy but mistuned capacitance (either and
respectively undersized or oversized). Also, a progressive decrease of Cs may occur in practice
due to the deterioration of the related capacitor. Impacting Xopt

L as evinced by expression
(6.13), a modification of Cs challenges the reactive power modulation abilities of the system.
By starting from the reference point indicated in Table 6.1, a relative variation down to -90
% and up to +90 % is considered. The corresponding evolutions of the power efficiency are
shown in Figure 6.11a and compared to the maximum achievable efficiency. One can notice
that the proposed method emulates an adequate load reactance for reaching constantly the
maximum achievable efficiency. In contrast, the passive system endures an efficiency loss
for any Cs variation. Also, the latter system is more sensitive to a capacitance decrease
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Figure 6.11: Evolutions of the (a) power efficiency and of the (b) equivalent load reactance
with respect to a variation of Cs for the proposed and the passive systems

rather than a capacitance increase. This asymmetrical sensitivity is due to the fact that a
secondary capacitance declining down to zero results in an asymptotic rise of the related
capacitor impedance and to a progressive decoupling of the load from the circuit.

Once again and with even more relevance in this case, the voltages and currents phasors are
observed in the complex space for an easier interpretation of the proposed method action
(see Figures 6.12 and 6.13). For a passive configuration, a lowering of Cs raises the primary
current Ip since the system has to achieve a constant output power despite an increasing
phase shift between the primary current Ip and voltage Vp. As a consequence, the system
efficiency drops due to increased Joule losses in the primary side. As mentioned above, the
load is progressively decoupled from the system and the system struggles to furnish the ref-
erence output power. A rising Cs produces the same effect with however a moderate impact
on the primary current and voltage phase shift, as the load remains coupled to the system.
By performing an active rectification, the proposed method shifts adequately the voltage Vs

which sweeps the current Ip away until the latter alignment with the voltage Vp. Since the
proposed system must ensures a constant apparent load resistance equal to its optimal value,
the tip of the phasor Vs moves perpendicularly to the direction of the secondary current Is.
The mistuning penalty is therefore displaced from the primary current Ip to the secondary
voltage Vs, with a consequential rise of the secondary volt-ampere rating. However, both
currents Ip and Is are back in their nominal position so that the deleterious impact of a Cs
variation on the system efficiency is fully compensated.

(a) 0 % (nominal) (b) - 15 % (c) + 15 %

Figure 6.12: Representation of the voltages and currents phasors for different relative
variations of Cs impacting the passive system

120



(a) 0 % (nominal) (b) - 15 % (c) + 15 %

Figure 6.13: Representation of the voltages and currents phasors for different relative
variations of Cs impacting the proposed system

In the illustration above, the secondary capacitance positive deviation has been limited to
nearly the doubling of its nominal value for realism purposes, as such deviation from the
nominal capacitance value is already representative of a potential severe misconception in
the resonant circuit. However, the secondary capacitor reactance declines with the rise of Cs.
Therefore, considering an extremely high value of Cs is virtually indicative for the operation
of the circuit when it is devoid of secondary capacitor. Such case is investigated by multi-
plying Cs by 109 (leading to a negligible secondary reactance of 60 nΩ), the correspondent
phasors are represented on Figure 8.10. One can observe that the proposed system emulates
a capacitive function compensating entirely the secondary winding self-inductance. Since the
system has to sustain the rated output power, the secondary voltage increases drastically.
Nevertheless, the proposed system maintains its efficiency to the optimal value of 95.2 % de-
spite the absence of secondary capacitor, while the passive system efficiency incurs a drastic
decrease down to 65.7 % in similar conditions.

Figure 6.14: Representation of the voltages and currents phasors for the proposed system
with a capacitor-free secondary

Remark. Disregarding temporarily the contextual restriction to a fixed operating frequency,
one can note that an efficient capacitor-free secondary equipped with an active rectifier con-
trolled as proposed here can be considered and employed as a universal receiver in frequency.
Although being topologically able to transfer power in both directions, such system would lose
in practice its power-reversibility capabilities since a transfer from the capacitor-free secondary
to the primary would imply a high volt-ampere rating in the secondary converter.
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Variation of the primary capacitance Cp

As demonstrated by the development realized in Section 6.2.2, neither the efficiency nor the
optimal load impedance depend on the primary side capacitance. As a matter of fact, the
primary compensation purpose is the minimization of the primary side volt-ampere rating.
Facing a Cp variation, both the proposed and the passive systems simply increase and shift
the primary voltage Vp for ensuring the constancy of the primary current Ip as they must
furnish a constant output power to a constant load resistance. Such behavior is not addressed
in the following as it pertains to any circuit to adapt its input voltage for furnishing a constant
active power while facing an increasing reactive load.

Remark. Disregarding once again the contextual restriction to a fixed operating frequency,
the proven ability of the SS-RDAB system to compensate the secondary mistuning can be
employed for minimizing the primary side volt-ampere rating while producing an optimal effi-
ciency. Indeed, in case of a Cp variation, the operating frequency can be modified for matching
the new primary side self-resonant frequency, minimizing hence the primary volt-ampere rat-
ing. Logically, the modification of the operating frequency results in the mistuning of the
secondary side, which can however be compensated by the proposed system as demonstrated
above. The system performances will however vary, since a change in the operating frequency
has an impact on the maximum achievable efficiency as shown by expression (6.14).

6.2.5 Time-domain implementation of the voltage-source converters

At this stage, the methodology has been developed and illustrated considering ideal and sinu-
soidal voltage sources. In this section, the actual voltage-source converters shown in Figure
6.5 and the related pulse-width modulation (PWM) commands are practically implemented
in a realistic time-domain model running under the PSIM software [133]. Consistently, the
WPT test-case described in Table 6.1 is anew considered. The time-step is fixed to 10−8

second. Ideal MOSFETs have been selected as switches. The DC voltage Vu is equal to the
rectified European utility line voltage, which corresponds to

Vu =
2
√

2

π
· 230 ·

√
3 = 358, 2 V ≈ 360 V (6.21)

As mentioned previously, the DC battery voltage Vb is also fixed to 360 V, which is coin-
cidentally a standard voltage for EV battery packs. For each operating point, the primary
(respectively, the secondary) full-bridge is controlled following an SVC-based command in
such a way that the fundamental of the produced AC voltage is equal to the optimal value
of Vp (respectively, Vs), ensuing from the resolution of equations (6.16)-(6.19).

Variations of the mutual inductance M (from -90 % to 0 % by steps of 5 %) and of the
secondary capacitance Cs (from -90 % to +90 % by steps of 5 %) are applied to the system.
The input and the output powers are obtained in PSIM via wattmeter tools (presenting a
cut-off frequency equal to a tenth of the operating frequency) placed downstream of the pri-
mary inverter and upstream of the secondary rectifier. In addition to being a further step
in the proposed system modeling, this time-domain implementation aims also to verify the
relevance of the FHA-based methodology despite the enriched harmonic content of the actual
voltage waveforms. The corresponding time-domain results are compared to target operating
points computed in the frequency domain (see Figures 6.15 and 6.17). One can ascertain that
the proposed methodology leads to an optimal operation of the system, despite parameters
deviations. The legitimacy of the FHA-based methodology is hence demonstrated.

The system performs with a clear effectiveness when facing any coupling variation. However,
the applicability of the proposed approach seems restricted since the simulated system is
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Figure 6.15: Simulated measurement of the (a) power efficiency and of the (b) output power
for deviations of M impacting the proposed system
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Figure 6.16: Simulated measurement of the (a) power efficiency and of the (b) output power
for deviations of Cs impacting the proposed system

not able to compensate Cs variations further than -15 % and than +25 %. This restriction
correlates with the limited voltage range of the converters, as discussed in the next section.
Before addressing the latter, the voltage and currents waveforms for the -15 % Cs deviation
and the +25 % Cs deviation are respectively presented in Figures 6.17a and 6.17b. First
of all, the LC-circuits filtering effect is qualitatively appreciable regarding the near-perfect
sinusoidal allure of the each current waveform, despite non-sinusoidal voltages and despite
the secondary capacitor disadvantageous detuning (because reducing the secondary filtering
effect at the operating frequency). One can observe that the primary current and voltage are
in phase for both cases, as expected from the frequency domain illustration. For a decline
in Cs, the residual secondary reactance Xs is capacitive so that the active rectifier must
emulate an inductive optimal load Xopt

L > 0. The secondary current is (exiting the rectifier
by convention, as specified in Figure 6.5) leads on the secondary voltage vs. Conversely, for
a rise in Cs, the residual reactance Xs is inductive so that the active rectifier must emulate
a capacitive optimal load Xopt

L < 0 and the conventional current is is logically lagging the
secondary voltage vs.
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Figure 6.17: Simulated primary (up) and secondary (down) waveforms in the proposed
system for (a) -15 % and (b) +25 % Cs deviation impacting the proposed system

6.2.6 Highlight on controllability restrictions

Among the different non-idealities of conventional voltage-source converters, the limitation
in the producible voltage is the cause of the controllability restrictions pointed out in the
previous section. As a matter of fact, the amplitude of the voltage on the converter AC-side

is limited by the DC-side voltage source. Implementing an SVC command, the module V
(1)
AC

of the fundamental of the AC voltage produced by the converter is

V
(1)
AC =

2
√

2

π
Vd sin (β/2)

where, as a reminder from Section 5.3.2, Vd is the voltage on the DC-side of the converter
(which is a priori fixed by the related source) and β is the SVC conduction angle. As a

consequence, the maximal practicable AC voltage module is 2
√

2
π Vd for β = π, corresponding

to a square-wave command of the converter. Therefore, the solutions of equations (6.16) and

(6.19) requiring a primary and/or a secondary voltage(s) higher than 2
√

2
π Vu and 2

√
2

π Vb,
respectively, are not achievable in practice.

When Cs varies, we shown in the previous frequency-domain illustration that the proposed
method requires to increase substantially the module of the secondary voltage for shifting
it while maintaining a constant output power. The method ability to compensate Cs varia-
tions can therefore be hindered by the secondary converter limitation in producible voltage.
For the considered test-case, the secondary voltage required for the implementation of the
proposed methodology is represented in Figure 6.18, where it its compared to the maximum
voltage producible by the secondary converter. One can see that the proposed methodology
is not implementable for Cs deviations more severe than -17.5 % in one side and than +27
% in the other side. The interval comprised between these values corresponds to the interval
where the optimal command is effective in Figure 6.17, proving the point developed here.

When M declines, we shown in the previous frequency-domain illustration that the system
primary and the secondary currents inevitably increase. The system output power being
maintained constant, the primary and secondary voltages required for implementing the pro-
posed method are accordingly decreasing with M and the converters are not subject to a
voltage-limitation issue. For overcoming the restrictions discussed here, two solutions for
boosting the converters DC-side voltages are investigated in the following chapter.
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Figure 6.18: Comparison between the required secondary voltage (orange/solid) for applying
the proposed method and the maximum producible secondary voltage (blue/dashed)

6.3 Conclusions

In this chapter, an original methodology for the optimal command of bidirectional resonant
WPT systems has been proposed. Based on an series-series RDAB topology, this method
considers to perform non-synchronous active rectification for modulating simultaneously and
independently the apparent resistance and the apparent reactance of the load, as seen from
the secondary terminals. Consequently, the former can meet the value of the load resistance
maximizing the efficiency (for all actual loading or coupling conditions) and the latter can
emulate an eventual reactive function for reinstating a resonant state of operation in case of
detuning. The additional variation of the primary voltage furnishes moreover an additional
degree of freedom employed for maintaining the output power to a reference value, without
compromising the maximum efficiency operation.

Considering the filtering action of the LC-circuits on the primary and secondary currents,
the optimal loading conditions are derived analytically using an FHA. The method beneficial
action has been illustrated in the frequency domain on an EV test-case. Facing deviations
of the mutual inductance, the proposed method has demonstrated its ability to adapt the
voltage on both sides of the transmission system for an optimal repartition of the losses be-
tween the primary and the secondary sides. Facing deviations of the secondary capacitor,
the proposed method has evinced its ability to emulate either an inductive or a capacitive
function in order to reinstate a resonant mode of operation. Using the same test-case, the
method has been validated in the time-domain, despite the enriched harmonic content of the
voltages produced by the switched-mode converters. Nevertheless, controllability restrictions
associated with the limited voltage range of the active rectifier has been highlighted for large
deviations in the secondary capacitance.

The publications associated with this chapter are (in chronological order)

• A. Desmoort, O. Deblecker and Z. De Grève, ”Active Rectification for the Optimal
Control of Bidirectional Resonant Wireless Power Transfer,” 2018 International Sym-
posium on Power Electronics, Electrical Drives, Automation and Motion (SPEEDAM),
Amalfi, 2018, pp. 756-761.

• A. Desmoort, O. Deblecker and Z. De Grève, ”Active Rectification for the Optimal
Command of Bidirectional Resonant Wireless Power Transfer Robust to Severe Cir-
cuit Parameters Deviations,” in reviewing process in IEEE Transactions in Industry
Applications
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CHAPTER

SEVEN

VOLTAGE STEP-UP SOLUTIONS FOR THE EXTENSION OF THE
PROPOSED OPTIMAL COMMAND METHODOLOGY

So far, we proposed an original approach using the active rectification for the optimal com-
mand of resonant WPT systems. However, the proposed technique has shown limitations in
its ability to emulate adequate reactive functions as it proved to require the active rectifier
to feature a wide voltage range on its AC-side, whereas the DC-side voltage is constant and
fixed by the load. Using a traditional voltage-source converter, the DC-side voltage must
nevertheless be greater than the AC-side voltage, yielding the aforementioned limitations.

For overcoming this issue, two different solutions are addressed and compared in this
chapter. The insertion of a current-reversible DC-DC two-quadrant chopper between
the rectifier and the DC load is investigated as a first and conventional solution complying
with the proposed topologies power bidirectionality requirements. Nonetheless, this choice
leads to the inclusion of two additional converters (one on either side, for preserving the
topological symmetry in the power conversion chain), which is a practice that we decided to
preferably avoid in our positioning with regard to the current state of the art. Consequently,
an alternative solution consisting in the transition from the traditional voltage-source con-
verters to impedance-source (or Z-source) converters is considered as an second and
unconventional solution. As a matter of fact, the impedance-source topology is a relatively
recent and elegant concept elaborated for precisely extending a converter AC-side voltage
range with a constant DC-side voltage [134]. Consisting topologically in the association
of a traditional converter with a specific arrangement of reactive components, this solution
is a consistent way to extend the optimal command applicability without requiring extra
power converters. In the context of resonant WPT, the Z-source converter has already been
envisioned as a front-end converter [135, 136], notably for performing power factor correc-
tion [137,138]. Here, Z-source converters are employed both as an inverter on the source side
and as an active rectifier on the load side. To our knowledge, using a Z-source as an active
rectifier has not been proposed yet in the framework of WPT.

In this chapter, the attention is drawn on the voltage conversion for interfacing a DC voltage
with an AC voltage so that the latter amplitude is higher than the former. The topologies
and the developments presented here are deliberately independent from the current direction
(and hence, from the power flow direction) for them to be valid for a DC-to-AC conversion
as well as for an AC-to-DC conversion. In this context and for preventing any ambiguity,
the term source designates a voltage source which can either be a power source (such as the
rectified voltage in the example previously addressed) or an active load (such as the battery
in the same example), depending on the current direction. Similarly, a voltage production
must not be confused with a power production.
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7.1 Conventional solution

A conventional solution for producing a wide AC voltage range from a fixed DC voltage
source is the cascading of a two-quadrant chopper with a full-bridge converter (see Figure
7.1). As explained hereafter, such chopper produces a voltage across the full-bridge legs which
is consistently equal to or higher than the DC source voltage.

Voltage source
(rectified utility

or battery)

Resonant 
WPT system

Figure 7.1: Topology of the conventional solution comprising a current-reversible
two-quadrant chopper cascading a full-bridge converter

7.1.1 Circuit and operation analysis

Since the converters operations are totally independent, each one can be addressed sepa-
rately. The full-bridge converter is operated as presented previously, i.e., as an inverter or an
active rectifier controlled via an SVC-based command. Its operation is therefore no longer
addressed. The two-quadrant chopper operation is for its part investigated hereafter.

The two-quadrant chopper is a current-reversible DC-DC converter including two bidirec-
tional switches arranged in a leg, with an inductor (presenting an inductance L) connecting
the leg mid-point to the DC voltage source Vd. The two switches are controlled comple-
mentarily. A filtering capacitor C is added to the circuit for maintaining the voltage Vh as
constant as possible. Such converter produces a voltage Vh consistently equal to or higher
than the source voltage Vd, regardless of the current direction. For this purpose, this converter
operates as a step-up converter when the current (and hence, the power) is flowing from the
voltage source to the full-bridge and as a step-down converter otherwise. For the following
developments, the converter is idealized by considering ideal switches and by neglecting the
inductance and the capacitor parasitic resistances. Also, we assume that the inductance L
and the capacitance C are sufficiently high for the current iL and for the voltage Vh to be
constant, respectively. The required values of L and C for these assumptions to be valid are
determined further in this section.

Step-up operation

When the power is transmitted from the voltage source to the resonant WPT system, the
current is transiting from the former to the latter so that only the switch TC− and the diode
DC+ can conduct. The chopper presents the same structure (and therefore operates) as a
conventional step-up (or boost) converter (see Figure 7.2a). When TC− is on, the current
circulates in the mesh restricted to the voltage source, the inductance L and the switch TC−.
The voltage is equal to the DC-source voltage, i.e.

vL = Vd (7.1)
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(a) (b)

Figure 7.2: Current-reversible two-quadrant chopper in (a) step-up and (b) step-down
operations

When TC− is off, the current circulates from the voltage source to the WPT system through
the inductance L and the diode DC+. The voltage across the inductance is given by

vL = Vd − Vh (7.2)

In steady state, the average voltage VL across the inductance over a switching period is null.
By denoting D the duty cycle of the switch TC− (i.e., the portion of the switching period Ts
during which TC− is on), one has

VL =
1

Ts

∫ Ts

0
vLdt = DVd + (1−D)(Vd − Vh) = Vd − (1−D)Vh = 0 (7.3)

and the voltages Vd and Vh can be related as

Vd = (1−D)Vh with 0 ≤ D ≤ 1 (7.4)

Step-down operation

When the power is transmitted from the resonant WPT system to the voltage source, the
current is transiting from the former to the latter so that only the switch TC+ and the diode
DC− can conduct. The chopper presents the same structure (and therefore operates) as a
conventional step-down (or buck) converter (see Figure 7.2a). When TC+ is on, the current
circulates from the WPT system to the voltage source through the switch TC+ and the
inductance L. The voltage across the latter inductance is given by

vL = Vh − Vd (7.5)

When TC+ is off, the current circulates in the mesh comprising the diode DC−, the inductance
L and the voltage source. The voltage across the inductance is therefore equal but opposite
to the DC-source voltage Vb, i.e.

vL = −Vd (7.6)

In steady state, the average voltage VL across the inductance over a switching period is
null. Since TC+ and TC− are controlled complementarily, the duty cycle of the switch TC+

corresponds to (1−D) and one has

VL =
1

Ts

∫ Ts

0
vLdt = (1−D)(Vh − Vd) +D(−Vd) = D∗Vh − Vd = 0 (7.7)
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and the voltages Vd and Vh can be related as

Vd = (1−D)Vh with 0 ≤ D ≤ 1 (7.8)

One can note that the relation between the voltages Vd to Vh is independent from the type
of operation as well as from the power direction.

7.1.2 Reactive components dimensioning

The typical piecewise linear evolutions of the voltage across the capacitor and the current
in the inductor are schematized in Figure 7.3. For the converter to operate properly, the
capacitance C and the inductance L must be sufficiently high for considering the capacitor
voltage vh and the inductor current iL as constant, respectively. One aims to confine the
voltage ripple on vh and the current ripple on iL within a tolerated range. When either the
switch TC− or the diode DC− conducts, the current in the capacitor is the average current
transiting on the DC-link Ih and the voltage across the inductor is Vd so that the variations
of the capacitors voltage ∆Vh and of the inductors current ∆IL are given by

∆Vh =
Ih
C
D Ts and ∆IL =

Vd
L
D Ts (7.9)

(a) (b)

Figure 7.3: Schematic evolutions of the two-quadrant chopper (a) capacitor voltage and (b)
inductor current

For maintaining these variations within relative peak-to-peak ripple rates Kv and Ki, the
parameters L and C must be such that

Kv ≥
∆Vh
Vh

=
Ih
Vh C

D Ts ⇒ C ≥ Ih
KvVh

D Ts (7.10)

Ki ≥
∆IL
IL

=
Vd
IL L

D Ts ⇒ L ≥ Vd
KiIL

D Ts (7.11)

Assuming that the converter is lossless, the average current Ih and the voltage Vh are related
to the power P furnished or consumed by the voltage source Vd, with Ih = P/Vh. Also, the
current IL and the voltage Vd can be related to the power P , with IL = P/Vd. The conditions
on the parameters become

C ≥ P

V 2
hKv

D Ts

≥ P

V 2
d Kv

(1−D)2 D Ts using Vd = (1−D)Vh (7.12)

and

L ≥
V 2
d

KiP
D Ts (7.13)

129



The inductance is strictly increasing with the duty cycle D and must be dimensioned with
respect to the maximal voltage conversion ratio which must be produced by the two-quadrant
chopper. Conversely to the inductance L, the required filtering capacitance C is not strictly
increasing with the duty cycle D. The relation between the minimal value of the capacitance
- expressed by (7.12) - and the duty cycle presents a negative concavity and therefore a max-
imum between 0 and 1, more precisely for D = 1/3. As a consequence, for the dimensioning
to be effective for duty cycles ranging from 0 to higher than 1/3, the capacitance must verify

C ≥
(

2

3

)2(1

3

)
P

V 2
d Kv

Ts =
4

27

P

V 2
d Kv

Ts (7.14)

7.1.3 Control and producible AC voltage

As a reminder, the proposed methodology for the optimal command of resonant WPT systems
is developed under a first-harmonic assumption and the targeted operation point is described
by the fundamental voltages to impose on each side of the WPT circuit. By cascading the two-
quadrant chopper (controlled via the duty cycle D) with a full-bridge converter (controlled
via an SVC-command, with a conduction angle β), the RMS value of the fundamental AC

voltage V
(1)
AC produced by the full-bridge converter is related to the DC source voltage Vd as

V
(1)
AC =

2
√

2

π

Vd
(1−D)

sin(β/2) (7.15)

Since the duty cycle D and the conduction angle β may respectively range from 0 to 1 and
from 0 to π, the association of a two-quadrant chopper with a full-bridge converter enables
the production of any AC voltage amplitude from zero to a theoretical infinity, regardless of
the converted DC source voltage. One can note that in practice, when the power is transiting
from the voltage source to the resonant WPT system (i.e. in step-up mode of operation), the
voltage gain is limited by the parasitic elements from the circuit which causes the collapse of
the latter gain for duty cycles D approaching 1.

When the required fundamental voltage is less than 2
√

2
π Vd, the DC-DC converter duty cycle

is chosen as null (D = 0) and the desired voltage is obtained by the imposition of the
adequate SVC conduction angle β, as implemented in absence of voltage-boosting solution

in the previous section. When the required fundamental voltage is greater than 2
√

2
π Vd, the

SVC conduction angle β is fixed to π (corresponding to a square-wave command) and the
desired voltage is obtained by imposing of the adequate duty cycle D.

7.1.4 Implementation on the proposed SS-RDAB system

The SS-RDAB system applied to the EV test-case investigated in the previous section is anew
considered. For extending the proposed optimal command methodology applicability and in
the light of the foregoing, a current-reversible two-quadrant chopper is introduced on the re-
ceiving side of the circuit (between the active rectifier and the battery voltage) for extending
the AC voltage range of the active rectifier. Another two-quadrant chopper is introduced on
the transmitting side of the circuit (between the utility voltage and the inverter) in order to
maintain the topological symmetry of the system and to ensure similar performances regard-
less of the power direction. The resulting circuit is shown in Figure 7.4.

The sizing of the additional reactive components denoted L and C depends on the targeted
operating range of the two-quadrant choppers. Since the system is destined to operate re-
gardless of the power direction and since the utility and the battery voltages are equal in the
considered test-case, this dimensioning is valid both for the utility-side and the battery-side
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Figure 7.4: Proposed series-series resonant WPT topology including current-reversible
two-quadrant choppers

choppers. Once again, for clarity and non-redundancy purposes, only the case of a power
transfer from the utility to the battery is addressed in these developments. Hence, since the
controllability restrictions are pertaining to the battery-side, no voltage step-up is required
on the utility-side and the related chopper is not employed (its duty cycle is fixed to zero)
and only the operation of the battery-side chopper is discussed in the following.

Delimitation of the operating range

As a reminder, the purpose of this investigation for voltage step-up solutions is the extension
of the time-domain applicability of the proposed optimal command methodology. Especially,
the aim is the increase of the voltage range producible by the secondary converter for ensuring
the compensation to a wider range of deviations in the secondary resonant capacitance. The
delimitation of the operating range of the two-quadrant choppers introduced in the system
is therefore related to the targeted range extension for the secondary capacitance deviations
compensable by the method. A decrease in Cs produces an unbounded increase of the absolute
value of the optimal reactance Xopt

L which has to be emulated by the secondary-side active
rectifier, since

Xopt
L =

1

ωCs
− ωLs →∞ when Cs → 0 (7.16)

Consequently, the amplitude of the secondary voltage required for the implementation of
the proposed methodology increases drastically to a virtual infinity as the capacitance Cs
decreases. Conversely, an increase in Cs produces a bounded increase of the absolute value of
the optimal reactance Xopt

L , which tends progressively to the secondary winding self-reactance

Xopt
L =

1

ωCs
− ωLs → −ωLs when Cs →∞ (7.17)

As a result, the amplitude of the secondary voltage required for the implementation of the
proposed methodology saturates progressively as the capacitance Cs increases. The maximum
value corresponds to the situation where the system has to face an infinitely high secondary
capacitance, i.e. where the capacitor is replaced by a short-circuit. For the EV test-case
investigated earlier, the RMS value of this maximum voltage is obtained by computing the
targeted operating point for Xopt

L = −ωLs and is worth 1338 V. The voltage step-up solu-
tions consisting in either the two-quadrant choppers or the Z-source converter are therefore
designed in the following for ensuring an increase of the secondary voltage RMS value up to
1338 V. Under those conditions, the proposed system improved by the voltage step-up solu-
tions would be able to counter any detuning corresponding to an increase of the secondary
capacitance Cs and even to operate optimally with a secondary depraved of any resonant
capacitor. Moreover, for a producible RMS voltage of 1338 V, the system would be able to
compensate any decrease of the secondary capacitance down to -50 %1.

1When the decrease of Cs corresponds to an usury of the related capacitor, one can notice that covering
deviations down to -50 % is largely enough in practice.
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The production of an RMS voltage of 1338 V on the AC-side of the active rectifier with a DC
voltage of 360 V on its DC-side using a two-quadrant chopper duty cycle D for respecting

1338 =
2
√

2

π

360

(1−D)
(7.18)

The production of an RMS voltage of 1338 V on the AC-side of the active rectifier implies to
impose a zero conduction angle (i.e., β = 0) in the rectifier SVC-command and to command
the chopper for imposing a DC-link voltage Vhs corresponding to

Vhs =
π

2
√

2
Vs =

π

2
√

2
1338 = 1486 V

The maximum voltage conversion ratio of the two-quadrant chopper is therefore given by

Vhs
Vb

= 4.13

and the maximum duty cycle D of the battery-side chopper is derived with

Vhs
Vb

= 4.13 =
1

(1−D)
⇒ D = 0.758 (7.19)

The maximum duty cycle D being determined, one can address the dimensioning of the
reactive components before implementing the solution using the time-domain circuit simulator
PSIM.

Dimensioning of the reactive components

Since the choppers are controlled independently from the full-bridge converters, a switching
frequency of 20 kHz is chosen, as an example. Following the design procedure explained
and presented above, the filtering capacitance C and inductance L can be dimensioned with
respect to the maximum duty cycle defined above. For maintaining a Kv = 1% ripple on the
voltage Vhs and since the maximum duty cycle is higher than 1/3, the capacitance must be

C =
4

27

Pref
V 2
b Kv

Ts =
4

27

3700

3602 · 0.01

1

20000
= 21 µF (7.20)

As mentioned in the following section, the peak-to-peak current ripple in the inductors of the
Z-source converter should be maintained between 10 % and 60 % [139, 140] and a value of
15 % is adopted for the sizing of the inductive components of the Z-source converter in the
following. For a fair comparison of both solutions, the two-quadrant chopper inductance is
determined on the basis of the same relative peak-to-peak ripple, with Ki = 15 %. Therefore,
one has

L =
V 2
b

KiPref
D Ts =

3602

0.15 · 3700
0.758

1

20000
= 8.9 mH (7.21)

Time-domain simulation results

The circuit presented in Figure 7.4 is implemented in the time-domain circuit simulator
PSIM . The time-step is fixed to 10−8 second. Ideal MOSFETs are anew employed. The
optimal command strategy developed in the previous chapter is employed for computing the
fundamental voltages which have to be achieved on the AC-side of each full-bridge. Since
the primary-side converter was not confronted to any limitation in the previous chapter, the
primary two-quadrant chopper duty cycle is null. The secondary chopper and full-bridge
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converter are controlled as described in Section 7.1.3 for extending the applicability range
of the proposed method with respect to Cs deviations. As a reminder, the initial system
was able to compensate Cs variation ranging from - 17.5 % to + 27 % and the conventional
voltage step-up solution presented here aims to extend the latter from - 50 % to any positive
variation. By observing the time-domain results presented in Figure 7.6, one can ascertain
the effectiveness of this solution, which provides the maximum achievable efficiency and the
rated output power in the targeted and extended operating range. Notably, the situation
corresponding to a capacitor-free secondary (corresponding to an infinite increase of Cs)
achieves an efficiency 95.1 % (as a reminder, the maximum efficiency is theoretically 95.2 %)
while furnishing an output power of 3701 W. These results are validating the relevance of
the first-harmonic approach for computing the targeted operating point of the system and
controlling accordingly the converters. The AC voltages, AC currents and secondary DC-link
voltage waveforms for a capacitor-free secondary and for a Cs decrease of -50 % are presented
in Figures 7.6a and 7.6b, respectively. One can observe the typical triangular shape of the
secondary current, corresponding to a purely inductive in absence of resonant capacitor.
Before addressing the voltage step-up solution based on a Z-source topology, the effectiveness
of this improved system for countering a variation in the windings coupling is validated by
considering the time-domain results corresponding to a decreasing in the mutual inductance
M (see Figure 7.16). As evinced in the previous chapter, such a diminishing requires the
AC-side voltages of the bridges to decrease so that both two-quadrant choppers are inactive
and the system operates as exposed previously.
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Figure 7.5: Simulated measurement of the (a) power efficiency and of the (b) output power
for deviations of Cs impacting the SS-RDAB system with additional two-quadrant choppers

7.2 Solution based on Z-source converters

Broadly speaking, Z-source converters designate alternatives to conventional voltage-source
and current-source converters, proposed by Peng in 2002 [134]. Adapted to a wide conversions
variety [141,142], these converters can be characterized without any loss of generality by the
insertion of a specific impedance network between a traditional switched-mode converter
and its current or voltage source. This impedance network has been conceived for enabling
an additional state in the converter operation, thus providing unique features which are
unachievable with traditional topologies. Notably, the Z-source inverter (see Figure 7.8) has
been developed for extending the voltage range usually achievable with classic voltage-source
inverters [134]. Hence, it is able to produce AC voltages ranging from zero to a theoretical
infinity, regardless of the DC source voltage Vd and without requiring any additional DC-
DC converter. Besides, its operation can be made independent from the current direction
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Figure 7.6: Simulated primary (up), secondary (middle) and secondary DC-link (down)
waveforms in the SS-RDAB system with additional choppers for (a) a capacitor-free

secondary and (b) -50 % Cs deviation
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Figure 7.7: Simulated measurement of the (a) power efficiency and of the (b) output power
for deviations of M impacting the SS-RDAB system with additional choppers

with a simple topological adjustment consisting in replacing the diode Dd by a bidirectional
switch [143], enabling the converter to function as an inverter as well as an active rectifier. In
the light of the foregoing, a transition from traditional voltage-source converters to Z-source
converters appears to be an innovative and elegant solution for ensuring both the DC-to-
AC and the AC-to-DC conversions in the RDAB-based WPT systems while deprecating
the controllability restrictions highlighted in the previous chapter. Before implementing such
transition in the time-domain simulation model on PSIM, the Z-source inverter/active rectifier
(referred simply as Z-source converter in the following) circuit and operation are analyzed
hereafter.

134



Figure 7.8: Single-phase Z-source inverter

7.2.1 Circuit and operation analysis

As illustrated in Figure 7.9, the Z-source impedance network consists in a two-port net-
work including two line inductors interconnected with two capacitors forming a cross shape.
Presenting current limitation properties, this specific topology tolerates the shorting of the
converter legs (i.e., the closing of both switching devices equipping a same leg) which is
usually forbidden with a traditional converter for ensuring its integrity against over-currents.
Therefore, in comparison with the conventional converter, the Z-source disposes of an extra
state corresponding to the shorting of one of its legs, called the shoot-through state. The
additional switch Td serves to decouple the DC voltage source Vd from the rest of the cir-
cuit during the shoot-through states. Combined with the reactive nature of the Z-source
impedance network, the shoot-through state grants an additional degree of freedom in the
converter command, enabling the production of a virtual infinite AC voltage range. The
development leading to this feature is presented hereafter.

Voltage source
(rectified utility

or battery)

Resonant 
WPT system

Figure 7.9: Current-reversible Z-source converter

For simplicity purposes, both inductors and both capacitors in the Z-source impedance net-
work are usually assumed to respectively present the same inductance L and the same capaci-
tance C, for making the network symmetric. Moreover, the latter inductance and capacitance
are supposed to be sufficiently high for assuming the constancy of the inductors current IL
and of the capacitors voltage VC . The adequate dimensioning of the reactive component is
investigated further in this section. As for the two-quadrant chopper, in the following devel-
opment, the parasitic resistances are neglected and ideal switches are considered.

Depending on the switches states combination, the converter presents three different oper-
ating states, namely the traditional active and freewheeling states and the additional shoot-
through state.

During active and freewheeling states, the converter is equivalent to the circuit depicted
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in Figure 7.10a. Seen from the impedance network terminals, the bridge and the WPT circuit
can be replaced by an equivalent current source. The related current can either circulates
towards the bridge (when the converter operates as an inverter) or from the bridge (when the
converter operates as an active rectifier) during active states or can be zero (corresponding
to an open-circuit) during freewheeling states. On the other side of the impedance network,
the additional switch Td is turned on so that either the switch Td or the diode Dd conducts,
depending on the direction of the current. As a result, the voltage source Vd is connected to
the converter. During these states, the voltage in the converter are related as

vL = Vd − VC vh = VC − vL = 2VC − Vd (7.22)

During shoot-through states, the converter is equivalent to the circuit on Figure 7.10b.
Since one leg from the bridge is shorted, the latter is represented by a short-circuit. The
additional switch Td is turned off and the voltage source Vd is disconnected from the converter
because Dd is reverse-biased. During this state, the voltage in the converter are related as

vL = VC vh = 0 (7.23)

(a) (b)

Figure 7.10: Equivalent circuit of the Z-source converter in (a) active, freewheeling and
(b) shoot-through states

In steady state, the converter operation is characterized by the absence of net energy storage
in the reactive component over a switching period. As a result, the average voltage across
the inductors VL during a complete switching period must be zero. One has

VL =
1

Ts

∫ Ts

0
vLdt = (DA +DFW )(Vd − VC) +DSTVC = 0 (7.24)

where DA, DFW and DST are the portions of the switching period Ts during which the active,
the freewheeling and the shoot-through states prevail, respectively. From expression (7.24),
the constant steady-state value of the capacitors voltage VC is deduced with

VC =
(DA +DFW )

(DA +DFW −DST )
Vd

=
1−DST

1− 2DST
Vd (7.25)

Consequently, when the converter is in an active state and produces therefore a voltage on
its AC-side, the DC-link voltage Vh is equal to

V A
h = 2VC − Vd =

1

1− 2DST
Vd (7.26)
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Benefiting from its unique topology, the Z-source converter can hence produce a DC-link
voltage ranging from Vb to a virtual infinity by introducing shoot-through states with 0 ≤
DST < 0.5. To a certain extent, the Z-source impedance network can be seen as a passive
DC-DC stage performing a voltage step-up when the converter is employed as an inverter
and a voltage step-down when the converter is employed as an active rectifier. From this, one
can ascertain the holistic equivalence between the sole Z-source converter and the cascading
of a full-bridge converter with a two-quadrant chopper.

7.2.2 Reactive components dimensioning

The typical piecewise linear evolutions of the voltage across the capacitors and the current
in the inductors are schematized in Figure 7.11. For the converter to operate properly, the
capacitance C and the inductance L must be sufficiently high for considering the capacitor
voltage vc and the inductor current iL as constant, respectively. In practice and as already
exposed for the two-quadrant reactive components dimensioning, one aims to confine the
voltage ripple on vc and the current ripple on iL within a tolerated range. During the shoot-
through states, the current in the capacitors is IL and the voltage across the inductors is VC
so that the variations of the capacitors voltage ∆VC and of the inductors current ∆IL are
given by

∆VC =
IL
C

DST Ts and ∆IL =
VC
L

DST Ts (7.27)

(a) (b)

Figure 7.11: Schematic evolutions of the Z-source (a) capacitors voltage and
(b) inductors current

For maintaining these variations within relative peak-to-peak ripple rates Kv and Ki, the
parameters L and C must be such that

Kv ≥
∆VC
VC

=
IL

VC C
DST Ts ⇒ C ≥ IL

KvVC
DST Ts (7.28)

Ki ≥
∆IL
IL

=
VC
IL L

DST Ts ⇒ L ≥ VC
KiIL

DST Ts (7.29)

Assuming that the converter is lossless, the current IL can be related to the power P furnished
or consumed by the voltage source Vd, with IL = P/Vd. As a matter of fact, the average
current through the voltage source is equal to IL since the average current in the capacitor
is zero in steady state. Also, the voltage VC can be expressed with respect to the voltage Vd
using expression (7.25). The conditions on the parameters become

C ≥ P

KvV 2
d

1− 2DST

1−DST
DST Ts and L ≥

V 2
d

KiP

1−DST

1− 2DST
DST Ts (7.30)

As in the case of the two-quadrant chopper, the inductance is strictly increasing with the
shoot-through duty cycle and must be dimensioned with respect to the maximal voltage

137



conversion ratio which must be produced by the Z-source converter. Conversely, the ex-
pression of the minimal required capacitance with respect to the shoot-through duty cycle
presents a negative concavity and therefore a maximum between 0 and 0.5, more precisely
for DST = 1 − 1/

√
2 = 0.293. As a consequence, for the dimensioning to be effective for

shoot-through duty cycles ranging from 0 to higher than 0.293, the capacitance must verify

C ≥ 0.172
P

KvV 2
d

Ts (obtained for DST = 0.293) (7.31)

7.2.3 Control and producible AC voltage

For controlling the Z-source converter, a variant of the conventional SVC-command integrat-
ing shoot-through states is proposed. This variant has been established in order to ensure
a uniform reparation of the constraints on the switches, by balancing their conduction time
and the number of sustained shoot-throughs on a switching period. As for the classic SVC-
command, the switching period Ts is equal to the operating period T . Referring on the
switches notations in Figure 7.9, the corresponding gate signal for each switch and the re-
sulting AC voltage are represented in Figure 7.12a. By proceeding in this manner, the RMS

value of the fundamental voltage V
(1)
AC produced by the Z-source converter is related to the

DC source voltage Vd as

V
(1)
AC =

2
√

2

π

Vd
1− 2DST

sin

[
(1−DST −DFW )π

2

]
(7.32)

When the required fundamental RMS voltage is less than 2
√

2
π Vd, the shoot-though is chosen

as null (DST = 0) and the required voltage is obtained by the imposition of the adequate
SVC conduction angle β = (1 − DFW )π2 , as implemented in absence of voltage step-up
solution in the previous section. When the required fundamental RMS voltage is greater

than 2
√

2
π Vd, the freewheeling states duty cycle DST is fixed to zero and the desired voltage

is obtained by imposing of the adequate shoot-through duty cycle DST . One can notive
that in contrast with the solution using a two-quadrant chopper, the operation of the full-
bridge converter is not independent from the DC-DC conversion effected by the Z-source
impedance network. As a matter of fact, the cancellation of the voltage produced on the
bridge AC-side during the shoot-through state has an impact on the shape of the fundamental
voltage, observable by the intervention of DST in the sinusoidal shape factor ensuing from
the harmonic analysis. Although this sinusoidal contribution tends to decrease the voltage

module V
(1)
AC , the hyperbolic factor 1/(1 − 2DST ) predominates when DST increases so that

V
(1)
AC is always greater than 2

√
2

π Vd when DFW = 0 and DST > 0, as evinced by Figure 7.12b.

7.2.4 Implementation on the proposed SS-RDAB system

As for the conventional voltage step-up solution, the SS-RDAB system applied to the EV
test-case investigated in the previous section is anew considered. For extending the proposed
optimal command methodology applicability and in the light of the foregoing, a Z-source
converter is employed as an active rectifier on the receiving side of the circuit for extending the
secondary AC voltage range. On the transmitting side, another Z-source converter is resorted
to in order, once again, to maintain the topological symmetry of the system and to ensure
identical performances regardless of the power direction. The SS-RDAB system equipped
with Z-source converters is shown in Figure 7.9. The dimensioning of the Z-source impedance
network depends on the targeted operating range of the Z-source converters and since the
considered system is perfectly symmetric, identical impedance networks are employed on both
sides of the system. Similarly to the conventional solution, no voltage step-up is required on
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Figure 7.12: (a) SVC-command integrating shoot-through states and (b) evolution of the

V
(1)
AC/Vd conversion ratio with respect to DST (for DFW = 0)

the utility-side so that the shoot-through states are removed from the command of the related
Z-source inverter (its shoot-through duty cycle is fixed to 0) and only the operation of the
battery-side Z-source active rectifier is discussed in the following.

Figure 7.13: Proposed series-series resonant WPT topology based on Z-source converters

Delimitation of the operating range

The Z-source solution must provide a similar operating range as the conventional solution,
i.e., being able to produce a secondary AC voltage presenting a RMS value up to 1338 V
with a battery voltage of 360 V. The production of an RMS voltage of 1338 V on the AC-side
of the Z-source rectifier with a DC voltage of 360 V on its DC-side implies to eliminate the
freewheeling states (i.e., DFW = 0) from its command and to impose a shoot-through duty
cycle DST verifying

1338 =
2
√

2

π

360

1− 2DST
sin

[
(1−DST )π

2

]
⇒ DST = 0.402 (7.33)

For such a value of DST , the voltage produced on the rectifier DC-link during the active state
V A
hs

and the capacitor voltage VC are given by

V A
hs =

Vb
1− 2DST

= 1842 V and VC =
1−DST

1− 2DST
Vb = 1101 V (7.34)
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One can observe that the DC-link voltage seen by the rectifier during its active states is
higher than the DC-link voltage with the conventional solution (which was worth 1487 V, as
a reminder). As a matter of fact and as mentioned previously, the voltage on the AC-side of
the Z-source rectifier is null during the shoot-through states so that for producing a given AC
voltage, its DC-link voltage during the active states must be higher than the DC-link voltage
of the conventional solution, where the bridge is always active. Conversely, the Z-source
capacitor voltage VC is smaller than the voltage of the filtering capacitor employed in the
two-quadrant chopper (which is equal to the DC-link voltage, i.e. 1487 V).

Dimensioning of the reactive components

Following the design procedure presented above, the Z-source network capacitances C and
inductances L can be dimensioned with respect to the maximum shoot-through duty cycle
defined above. For maintaining a Kv = 1% peak-to-peak ripple on the voltage VC and since
the maximum shoot-through duty cycle (Dmax

ST = 0.402) is higher than 0.293, the capacitance
must be

C = 0.172
Pref
KvV 2

b

T = 0.172
3700

0.01 · 3602

1

85000
= 5.78 µF (7.35)

and the inductance for ensuring an inductor current peak-to-peak ripple Ki = 15% is equal
to

L =
V 2
b

KiPref

1−DST

1− 2DST
DST Ts =

3602

0.15 · 3700

1− 0.402

1− 2 · 0.402
0.402

1

85000
= 3.38 mH (7.36)

The higher switching frequency and the lower capacitor voltage have a beneficial effect on
the value of the capacitance, which is lower than the required filtering capacitor in the
conventional solution. However, the inductance value is relatively high in comparison with
the filtering inductance value required for the equivalent two-quadrant chopper, taking the
difference in switching frequencies into account (since both inductance value are inversely
proportional to the latter).

Time-domain simulation results

The circuit presented in Figure 7.9 is implemented in the time-domain circuit simulator
PSIM . The time-step is fixed to 10−8 second. Ideal MOSFETs are anew employed. The
optimal command strategy developed in the previous chapter is employed for computing the
fundamental voltages which have to be achieved on the AC-side of each full-bridge. Since
the primary-side converter was not confronted to any limitation in the previous chapter, the
primary shoot-through duty cycle is null and the voltage step-up feature of the primary Z-
source converter is not used. The secondary Z-source active rectifier is controlled as described
in Section 7.1.3 for extending the applicability range of the proposed method with respect to
Cs deviations with a single conversion stage (in contrast with two, using a conventional two-
quadrant chopper). Once again, one reminds that the initial system was able to compensate
Cs variation ranging from - 17.5 % to + 27 % and the conventional voltage step-up solution
presented here aims to extend the latter from -50 % to any positive variation. By observing
the time-domain results presented in Figure 7.15, one can ascertain the effectiveness of the
Z-source active rectifier for lifting partially the controllability restrictions highlighted in the
previous chapter. As a matter of fact, the system (with only a transition from a conventional
to a Z-source topology) provides the maximum achievable efficiency and the rated output
power in the targeted and extended operating range. Notably, the situation corresponding to
a capacitor-free secondary (corresponding to an infinite increase of Cs) achieves an efficiency
of 95 % (as a reminder, the maximum efficiency is theoretically 95.2 %) while furnishing an
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output power of 3658 W (corresponding to a relative error of 1.1 % on the rated power). These
results are globally validating the relevance of the first-harmonic approach for computing the
targeted operating point of the system and for controlling accordingly the converters. The AC
voltages, AC currents and secondary DC-link voltage waveforms for a capacitor-free secondary
and for a Cs decrease of -50 % are presented in Figures 7.15a and 7.15b, respectively. One
can observe the typical piecewise linear shape of the secondary current, corresponding to a
purely inductive secondary and therefore to the absence of resonant capacitor. As mentioned
previously, for producing the same RMS voltage on the AC-side, the DC-link voltage during
the non-shoot-through states (1842 V) is higher than the DC-link voltage for the conventional
solution (1486 V) due to the cancellation of the AC voltage during shoot-through states. The
effectiveness of this third version of the proposed system for countering a variation in the
windings coupling is also validated by considering the time-domain results corresponding to
a decreasing in the mutual inductance M (see Figure 7.16). As for the conventional solution,
the reduction of the mutual inductance requires the AC-side voltages to decrease so that the
shoot-through states and the specific voltage step-up feature of the Z-source converters are
not resorted to.
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Figure 7.14: Simulated measurement of the (a) power efficiency and of the (b) output power
for deviations of Cs impacting the SS-RDAB system with Z-source converters

7.3 Comparison

Since the effectiveness of the solutions based on two-quadrant choppers and on Z-source con-
verters has been demonstrated in the framework of the proposed optimal command topology,
a comparison between the two solutions is proposed before concluding. The aim of this thesis
is the development of high-level strategies for the optimal command of resonant WPT sys-
tems. The solutions which are presented here are investigated with a holistic point of view,
whereas more practical considerations would be raised by considering the optimal design of a
concrete WPT system and of the related converters. Accordingly, the comparison proposed
here is essentially qualitative. For comparing both solutions regarding the generated losses
without using the specification of particular switching devices, a per unit study based on
normalized indexes and presented in [137] is employed as a best-effort approach, regarding
the aforementioned context.

7.3.1 Qualitative comparison

The conventional solution consists in two different conversion stages including (in addition to
the full-bridge converter) two additional switching devices, one additional inductance and one
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Figure 7.15: Simulated primary (up), secondary (middle) and secondary DC-link (down)
waveforms in the SS-RDAB system with Z-source converters for (a) a capacitor-free

secondary and (b) -50 % Cs deviation

-100 -75 -50 -25 0
Relative variation of M (%)

60

70

80

90

100

Po
w

er
 e

ff
ic

ie
nc

y 
(%

)

Maximum achievable
Z-source SS-RDAB

(a)

-100 -75 -50 -25 0
Relative variation of M (%)

3.5

3.6

3.7

3.8

3.9

O
ut

pu
t p

ow
er

 (
kW

)

Reference
Z-source SS-RDAB

(b)

Figure 7.16: Simulated measurement of the (a) power efficiency and of the (b) output power
for deviations of M impacting the SS-RDAB system with Z-source converters

additional capacitor, corresponding to the components employed for building the additional
two-quadrant chopper interfacing the DC source voltage with the full-bridge. The Z-source-
based solution consists in a single conversion stage with an additional switching device as
well as two additional inductances and two additional capacitors, corresponding to the com-
ponents involved in the Z-source impedance network. The Z-source topology saves therefore
one active device and employs two more passive components (i.e. an inductor and a capac-
itor). The active components being the more likely to fail, the saving of a switching device
is an advantage with respect to the reliability of the system. Due to their high reliability,
the inductors are not influencing the global reliability of the system whereas the additional
capacitor, more likely to fail, is a slight drawback for the Z-source-based solution. Address-
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ing the reliability question, one have to notice that the Z-source is per se immune to an
eventual leg short-circuit thanks to the Z-source impedance, while the conventional solution
must be protected from a possible leg shorting in both the chopper and full-bridge converters.

In the conventional solution, each conversion stage can be controlled independently, with
the advantage of operating the chopper with a switching frequency lower than the operat-
ing frequency, leading to lower switching losses and to lower stresses on the semiconductor
components. Nevertheless, an independent controller is therefore required. For its part, the
Z-source converter requires only to introduce new state (i.e. the shoot-through state) in the
traditional command technique initially employed for a conventional full-bridge converter,
without the need for any extra controller in the system. However, as mentioned earlier in
this chapter, the introduction of shoot-through states in the command of the full-bridge has
an impact on the waveform of the produced AC voltage so that the DC-link voltage which
must be produced across the legs of the full-bridge (and therefore which has to be supported
by the switches) is higher for the same RMS voltage on the converter AC-side.

7.3.2 Conduction and switching losses comparison

The comparison of the conventional solution with the Z-source-based solution with respect
to the conduction and switching losses is addressed following the adaptation of the procedure
exposed in [137].

Conduction losses

For estimating the conduction losses in a general framework, a normalized conduction index
ξ expressed in per unit is proposed and defined as

ξ =

∑Nc
k=1NkIk
Ibase

(7.37)

where Nc is the number of conversion stages, Nk is the number of semiconductor devices
which are concomitantly conducting an average current Ik in the stage k and Ibase is a base
current employed for normalizing this index. The conduction indexes relative to each solution

is computed and compared with respect to the ratio V
(1)
AC/Vd (with Vd, the DC source voltage).

Two-quadrant chopper cascading a full-bridge inverter In the chopper, a current
IL (corresponding to the average current in the inductor included in the chopper) is flowing
either through the lower switching device during a portion D of the switching frequency or
through the upper switching device during a portion (1 − D) of the switching frequency.
An average current corresponding to the RMS value of the AC-side current Iac is always
circulating simultaneously through two switching devices in the full-bridge converter. By
taking Iac as the base current, the conduction index of the conventional solution ξC is given
by

ξC =
ILD + IL(1−D) + 2Iac

Iac
(7.38)

The currents IL and Iac can be approximatively related as

IL ≈
Iac

1−D
(7.39)

so that the conduction index for the conventional solution ξC can be expressed as a function
of the duty cycle D of the two-quadrant chopper, with

ξC =
1

1−D
+ 2 =

3− 2D

1−D
(7.40)
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Z-source converter In the Z-source-based solution and during the non-shoot-through
states (i.e. the active and the freewheeling state), an average current IL (corresponding
to the average current in each inductor from the Z-source impedance network) is flowing
through the switching device connecting the DC voltage source Vd to the Z-source impedance
network and a average current corresponding to the RMS value of the AC-side current Iac is
always circulating simultaneously through two switching devices in the full-bridge converter.
During the shoot-through states, all the switches in the full-bridge converter are conducting
so that one of the upper switches is conducting a current IL − Iac/2 and the other upper
switch is conducting a current IL + Iac/2 and a similar configuration prevails for the pair of
lower switches. By taking Iac as the base current, the conduction index of the Z-source-based
solution ξZ is given by

ξZ =
(IL + 2Iac)(1−DST ) + 2(IL + Iac/2 + IL − Iac/2)DST

Iac
(7.41)

where DST is, as a reminder, the shoot-through duty cycle. The currents IL and Iac can be
approximatively related as

IL ≈
Iac

1− 2DST
(7.42)

As a result, the Z-source converter conduction index ξZ can be expressed as a function of the
shoot-through duty cycle DST , with

ξZ = 2
D2
ST + 2

1− 2DST
(7.43)

The respective duty cycles D and DST are related to the respective DC-AC voltage conversion

ratios V
(1)
AC/Vd, with

V
(1)
AC

Vd
=

2
√

2

π

1

1−D
for the conventional solution (7.44)

V
(1)
AC

Vd
=

2
√

2

π

sin
[
(1−DST )π2

]
1− 2DST

for the Z-source-based solution (7.45)

and the respective conduction index for each solution is represented as a function of the DC-
AC voltage conversion ratio in Figure 7.17.

One can observe that according to the latter high-level approach, the conduction losses are
expected to be more important using the Z-source-based solution for DC-AC voltage conver-
sion ratio higher than 1.5. Although the extreme situations considered above (i.e. a -50 %
variaton of Cs or the absence of secondary resonant capacitor) requires a high voltage conver-
sion ratio (i.e. 3.71 for the investigated test-case), the Z-source solution is more interesting
for the nominal operation of the system (when the voltage step-up effect is not required), for
situations where only the mutual inductance M is varying or for lower (and more realistic)
deviations in the secondary capacitance. Such an observation is significant as both of the
latter cases are the most likely to occur during the functioning of a practical resonant WPT
system.

Switching losses

The question of the switching losses is much more difficult to address without any loss of
generality. As a matter of fact, the switching losses are tightly related to the dynamic behavior
of a switching device and therefore to a particular converter design. Nevertheless, one may,
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Figure 7.17: Conduction index as a function of the DC-AC voltage conversion ratio V
(1)
AC/Vd

for each voltage step-up solution

as a best effort, compare the switching behavior of both solutions by realizing once again a
per unit analysis with respect to the DC-AC voltage conversion ratio [137]. The approached
expression of the switching losses developed in Section 5.1 is used here and the different rise
and fall times (i.e. tri, tfi, trv and tfv) are summed up in a single time interval denoted td.
Before presenting this analysis, one can note that, as introduced in Chapter 5, the filtering
effects yielded by the resonant circuit connected to the converter entails different types of soft-
switching operation, related to the oscillatory current in the full-bridge converter. Although
the simple and high-level rules established in Chapter 5 are still applicable to the full-bridge
switches in the conventional solution, such rules are not relevant any more for the Z-source
converter, due to the introduction of the shoot-through states and to associated internal
current circulations. For a fairer comparison, all the switching are therefore considered as
hard and the switching losses are grossed-up for this analysis. Also, only the active switch
component are addressed in this study.

Two-quadrant chopper cascading a full-bridge inverter The conventional solution
comprises two independent converters, i.e. the chopper and the full-bridge converter. In the
chopper, both switches commutates a current IL and a voltage Vh with a switching frequency
fs different from the operating frequency f . In the full-bridge converter, the four switches
commutates a current Iac and a voltage Vh with a switching frequency equal to the operating
frequency f . In this context, the switching losses can be approached by

Psw,C = 2 · 1

2
tdILVhfs + 4 · 1

2
IacVhtdf (7.46)

= td
Iac

1−D
Vd

1−D
fs + 2Iac

Vd
1−D

tdf (7.47)

By choosing the set [td,Iac,Vd,f ] as base values and relating fs and f as fs/f = 20000/85000 =
0.235 as an example accordant with the test-case previously considered, the per unit switching
losses index P p.u.sw,C associated with the conventional solution is

P p.u.sw,C =
0.235

(1−D)2
+

2

1−D
(7.48)

Z-source converter In the Z-source converter, the switch connecting the DC source volt-
age to the Z-source impedance network commutates a current IL and a voltage Vh with a
switching frequency equal to the double of the operating frequency (as the converter incur

145



two shoot-through states per operating period). In the full-bridge, all the switches commu-
tate at the operating frequency a voltage Vh, two out of four switches commutate a current
IL+ Iac/2 and the two other commutate a current IL− Iac/2. Therefore, the switching losses
can be approached by

Psw,Z =
1

2
tdILVh2f +

1

2
td2(IL + Iac/2 + IL − Iac/2)Vhf (7.49)

= 2td
Iac

1− 2DST

Vd
1− 2DST

f + 2IL
Vd

1− 2DST
f (7.50)

= 2td
IacVd

(1− 2DST )2
f + 2td

Iac
1− 2DST

Vd
1− 2DST

f (7.51)

= 4td
IacVd

(1− 2DST )2
f (7.52)

By choosing the same set [td,Iac,Vd,f ] of base values as for the conventional solution, the per
unit switching losses index P p.u.sw,Z associated with the Z-source-based solution is

P p.u.sw,Z =
4

(1− 2DST )2
(7.53)

The switching losses index associated with each solution is represented as a function of the
DC-AC voltage conversion ratio in Figure 7.18. One can observe that according to this
study, the switching losses are more important with the Z-source-based solution. This result
seems relevant and can be explained due to the higher switching frequency of the switch
interfacing the DC source with the converter, to the higher voltage on the DC-link and to
the higher current circulating in the full-bridge during shoot-through states. Moreover, a
significant surge in these losses occur with the increasing of the voltage conversion ratio,
notably for the conversion ratio considered in the test-case above. Although appearing as
eliminatory for the Z-source-based solution, these conclusions can be moderated. On the
one hand, the test-case investigated earlier in this chapter is extreme case corresponding to
eminently severe deviations in the secondary capacitance. In practice, lower conversion ratio
suffices. On the other hand, one reminds that the approach proposed here for the comparison
of the losses impacting both solutions is a best-effort approach, grossing-up the losses and
with important simplifying assumptions. A more precise comparison of both solutions would
require to consider specific switching devices.
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Figure 7.18: Switching losses index as a function of the DC-AC voltage conversion ratio
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7.4 Conclusions

In the previous chapter, the time-domain implementation of the series-series RDAB topology
controlled via the proposed optimal command has highlighted the occurrence of controllabil-
ity restrictions when the system has to face severe deviations in the secondary capacitance.
It has been established that these restrictions are related to the limitation in the voltage
producible on the AC-side of the active rectifier.

For extending the AC voltage range of the latter and therefore extending the scope of appli-
cability of the proposed optimal command, a transition to Z-source converters has been envi-
sioned and compared with a more conventional solution, consisting in adding two additional
(one front- and one back-end) current-reversible choppers. The circuit, the operation and
the dimensioning of the reactive components related to both solutions have been presented.
According to their time-domain simulation on the EV test-case investigated previously, both
methods have successfully demonstrated their equivalent effectiveness for extending the range
of compensable secondary capacitance deviations (up to the extreme case of a secondary side
devoid of any resonant capacitor). Via the simple introduction of shoot-through states, the
Z-source employed as an active rectifier has hence demonstrated its ability to combine in a
single conversion stage the rectification and the DC-DC conversion functions.

Besides reducing the number of conversion stages, the Z-source converter presents a higher re-
liability and a simpler control. However, it requires the switches to withstand a higher voltage
in comparison with the conventional solution, for the same range extension. A dimensionless
study of the losses, employed as a best effort in this holistic approach, has indicated that the
Z-source converter is mainly interesting for slight extensions of the voltage range, for which
its lower conduction losses could balance its higher switching losses. For high extensions of
the voltage range, the conventional solution is however more recommended due to higher
conduction and switching losses impacting the Z-source-based solution.

The publication associated with this chapter is

• A. Desmoort, O. Deblecker and Z. De Grève, ”Active Rectification for the Optimal
Command of Bidirectional Resonant Wireless Power Transfer Robust to Severe Cir-
cuit Parameters Deviations,” in reviewing process in IEEE Transactions in Industry
Applications
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CHAPTER

EIGHT

EXTENSION OF THE OPTIMAL COMMAND METHODOLOGY
TO OTHER TOPOLOGIES

An original methodology for the optimal command of series-series compensated resonant
WPT systems has been proposed in Chapter 6. Further, two effective solutions for over-
coming the controllability restrictions when the systems are confronted to severe parameters
deviations have been proposed in Chapter 7.

In this chapter,we propose to widen the scope of applicability of the proposed methodology by
extending its implementation to other compensation topologies. The case of a parallel-parallel
compensation scheme is exposed in details in this chapter. The extensions to series-parallel
and parallel-series compensation schemes, being based on a highly similar procedure, are not
addressed here, but presented in Appendix C for non-redundancy purposes.

8.1 Parallel-parallel resonant dual active bridge (PP-RDAB)

Developed and discussed for systems based on a series-series compensation scheme, the pro-
posed methodology is extended to systems presenting a parallel-parallel compensation scheme.
The topology of the corresponding conversion chain is presented in Figure 8.1.

Figure 8.1: Proposed parallel-parallel resonant WPT topology

One can notice the presence of an additional inductor on each side of the transmission circuit,
employed for filtering the voltage produced by the converters. As a matter of fact, the voltage-
source converters produce relatively high dv/dt during switching transitions and can therefore
not be connected directly to a parallel capacitor, at the risk of generating detrimental over-
currents in the system. Current-source converters could be employed instead of voltage-
source converters, but the marginality of the former (essentially resulting of the scarcity of
the associated switching devices) lowers strongly the interest for such transition. Therefore,
voltage-source converters in series with a filtering inductor (which are seen as an equivalent
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current source from the WPT terminals) are implemented. The parasitic resistances of these
inductors are neglected in the following development, which focuses on the resonant WPT
system.

8.1.1 Equivalent first-harmonic circuit

Usually, the control strategies which are developed for series-series compensated resonant
WPT systems are hardly extended to any other compensation scheme. As a matter of fact,
the mathematical description of a series-series compensated system presents a simple for-
malism, thanks to the presence of voltage sources and to use of the conventional mutual
inductance model for the representation of the coupled windings. Actually, the latter is an
impedance-based model which fits perfectly for the description of a series compensation (as
witnessed by the lightness of the expression manipulated in Section 6.2). However, the con-
servation of the mutual inductance model for the analysis of parallel-compensated circuits
burdens significantly the related mathematical developments, lessens the expressions read-
ability and complicates consequently the establishment of control strategies.

For bypassing this formalism issue, we propose a novel approach consisting in addressing the
parallel-parallel compensated resonant WPT systems by building a first-harmonic equivalent
admittance-based model, comprising exclusively elements connected in parallel and equivalent
current sources. This approach is exposed hereafter.

8.1.1.1 Equivalent model of the converters

As mentioned in the section dedicated to the SS-RDAB topology, the voltage-source converter
controlled via an SVC-command are producing AC voltages vi and vo which are controllable
in both module and phase. These converters are therefore assimilable to AC voltage sources
Vi and Vo, respectively. As depicted in Figure 8.2 for the primary side, each voltage source in
series with its filtering inductance can be replaced by an equivalent current source in parallel
with the same inductance, thanks to the Thevenin-Norton equivalence. One has

INi =
Vi

jωLi
and INo =

Vo

jωLo
(8.1)

(a) Thevenin equivalent (b) Norton equivalent

Figure 8.2: Application of the Thevenin-Norton equivalence on the primary side

8.1.1.2 Equivalent model for the coupled windings

Coupled windings are ordinarily represented using an equivalent mutual inductance model,
which is an impedance-based model as it comprises on each side a resistance in series with
an inductance and an electromotive force. Although being more adapted to the physical
interpretation of the mutual induction phenomenon, this impedance-based model is converted
into an admittance-based model, comprising on each side a resistance in parallel with an
inductance and a magnetomotive force (see Figure 8.3).
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(a) (b)

Figure 8.3: (a) Impedance- and (b) admittance-based model for the coupled windings

For doing so in a simple way, the mutual inductance model can be seen as a two-port network
described by its impedance matrix Z, expressing the mathematical relation between each side
voltage with respect to each side current. One has[

Vp

Vs

]
= Z

[
Ip
Is

]
with Z =

[
Rp + jωLp jωM
jωM Rs + jωLs

]
(8.2)

Thereafter, the same two-port network can be described by its admittance matrix Y = Z−1,
expressing this time the link between each side current with respect to each side voltage, i.e.[

Ip
Is

]
= Y

[
Vp

Vs

]
with Y =

[
(Rs+jωLs)

(Rp+jωLp)(Rs+jωLs)+ω2M2
−jωM

(Rp+jωLp)(Rs+jωLs)+ω2M2

−jωM
(Rp+jωLp)(Rs+jωLs)+ω2M2

(Rp+jωLp)
(Rp+jωLp)(Rs+jωLs)+ω2M2

]
(8.3)

The latter system of equations can be rewritten as

Ip = (GYp + jBY
p )Vp + YMVs (8.4)

Is = (GYs + jBY
s )Vs + YMVp (8.5)

where GYp and GYs are respectively the primary and the secondary equivalent conductances,

BY
p and BY

s are respectively the primary and the secondary equivalent susceptances and YM

is the windings mutual admittance, with

GYp = Re

(
(Rs + jωLs)

(Rp + jωLp)(Rs + jωLs) + ω2M2

)
BY
p = Im

(
(Rs + jωLs)

(Rp + jωLp)(Rs + jωLs) + ω2M2

)
GYs = Re

(
(Rp + jωLp)

(Rp + jωLp)(Rs + jωLs) + ω2M2

)
BY
s = Im

(
(Rp + jωLp)

(Rp + jωLp)(Rs + jωLs) + ω2M2

)

YM =
−jωM

(Rp + jωLp)(Rs + jωLs) + ω2M2

The annotation Y highlights the difference between these equivalent parameters and the
parameters from the initial model (e.g. GYp is different from Gp = 1/Rp). The analytical

development of the expressions for BY
p and BY

s demonstrates that these susceptances are
always negative, corresponding logically to an inductive behaviour. As a result, in the equiv-
alent circuit, the susceptances BY

p and BY
s can be respectively replaced by the inductances

LYp and LYs , given by

LYp = − 1

ωBY
p

LYs = − 1

ωBY
s

According to the interpretation of this mathematical model, the resultant admittance-based
equivalent circuit for the coupled windings is represented in Figure 8.3b.
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Admittance-based equivalent circuit of the complete system

By combining the converters Norton equivalent circuit with the admittance-based circuit for
the coupled windings, the equivalent circuit for the first-harmonic analysis of a PP-RDAB
system is presented in Figure 8.4.

Figure 8.4: Equivalent admittance-based circuit for the first-harmonic analysis

Before addressing the optimal conditions for operating the latter, the primary and secondary
voltages are solved. By applying the Kirchhoff’s current law, one has

INi = YpVp + YMVs (8.6)

INo = YsVs + YMVp (8.7)

with the primary circuit admittance Yp and the secondary circuit admittance Ys defined as

Yp = GYp + jωCp + 1/jωLYp + 1/jωLi (8.8)

Ys = GYs + jωCs + 1/jωLYs + 1/jωLo (8.9)

For completeness purpose, the parasitic resistance of the filtering inductors (which are ne-
glected here) can be included in the primary and the secondary conductance GYp and GYs .
By observing equations (8.6) and (8.7), one can notice the intended analogy between the
admittance-based formalism in this case (i.e., a parallel-parallel compensated system) and
the impedance-based formalism in the case of series-series compensated system. By solving
equations (8.6) and (8.7), the expression for each voltage is obtained with

Vp =
YsI

N
i −YM INo

YpYs −Y2
M

(8.10) Vs =
YpI

N
o −YM INi

YpYs −Y2
M

(8.11)

The aforementioned analogy paves the way to the adequate and analogous adaptation of the
methodology presented for series-series topologies to parallel-parallel topologies.

8.1.2 Power efficiency and optimal load admittance

The duality between the impedance-based equivalent model for the SS-RDAB system and
the admittance-based equivalent model for the PP-RDAB developed above enables a perfect
analogy for establishing the optimal load admittance, maximizing the efficiency. Hence, the
secondary current source INo can be replaced by an equivalent load admittance YL = GL+jBL.
The power efficiency can be expressed as

η =
GLV

2
s

GYp V
2
p +GYs V

2
s +GLV 2

s

(8.12)

where, as a reminder, Vp and Vs are the RMS values of the primary and the secondary volt-
ages, respectively. In this expression of the power efficiency, the contribution to the losses
of the mutual conductance between the primary and the secondary windings (quantified by
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the non-zero real part of the mutual admittance YM ) is neglected, for easing the mathe-
matical development of the optimal operating conditions for a parallel-parallel compensated
system. Indeed, the impact of this conductance on the system performances is negligible, as
demonstrated further in this section. For developing the expression of the power efficiency,
the values Vp and Vs can be related by applying the Kirchhoff’s current low on the secondary
circuit. One has

YMVp = −(GYs + jωCs +
1

jωLYs
+

1

jωLo︸ ︷︷ ︸
jBtots

+GL + jBL)Vs

= −(GYs +GL + jBtots + jBL)Vs (8.13)

so that the RMS value of the primary voltage Vp can be expressed as

Vp =

√
(GYs +GL)2 + (Btots +BL)2

YM
Vs (8.14)

By introducting (8.14) in the expression (8.12), the efficiency becomes

η =
GL

GYp

√
(GYs +GL)2+(Btots+BL)2

Y 2
M

+GYs +GL

(8.15)

For taking full advantage of a given transmission circuit, the transfer efficiency can therefore
be maximized by imposing the optimal load conductance GoptL and susceptance Bopt

L so that

∂η

∂GL
(GoptL , Bopt

L ) = 0 and
∂η

∂BL
(GoptL , Bopt

L ) = 0 (8.16)

Since this problem demonstrates a perfect analogy with the equivalent problem for the series-
series compensated system (see (6.10)), their solutions are also analogous and one has

GoptL = GYs

√
1 +

Y 2
M

GYp G
Y
s

(8.17) Bopt
L = −Btots =

1

ωLYs
+

1

ωLo
− ωCs (8.18)

In contrast with the series-series compensated system, one can observe that the optimal load
susceptance Bopt

L is different from zero when the secondary LC oscillator is tuned in accor-
dance with the conventional practice (i.e., when ω = 1/

√
LsCs).

Ensuring GL = GoptL and BL = Bopt
L guarantees to operate the system at its maximum

physically achievable efficiency ηmax, which is imposed by the design of the LC circuits only
and given by

ηmax =
Y 2
M

GYp G
Y
s

(
1 +

√
1 +

Y 2
M

GYp G
Y
s

)2 (8.19)

8.1.3 Methodology for the system optimal command

The methodology consists in determining the source currents INi and INo ensuring simultane-
ously the maximization of the power efficiency and the setting of the output power.
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Maximization of the power efficiency

According to the developments above, the system achieves its maximum achievable efficiency
when the equivalent conductance and susceptance seen from the secondary oscillator terminals
are respectively equal to GoptL and to Bopt

L . Therefore, the mathematical condition for the
system to achieve the maximum efficiency is written as

INo = −(GoptL + jBopt
L )Vs (8.20)

By eliminating the secondary voltage using (8.10) in (8.20), the condition becomes

−YM (GoptL + jBopt
L )INi + (YpYs −Y2

M +GoptL Yp + jBopt
L Yp)I

N
o = 0 (8.21)

which is the first equation linking the complex unknowns INi and INo . However, the definition
of another equation is mandatory for creating a solvable system of complex equations allowing
to determine these unknowns. As for the series-series compensated system, this additional
equation is associated with the setting of the required output power.

Setting of the output power

Achieving a reference output power Pref to the load is accomplished by setting adequately
the module of the secondary voltage. Assuming that condition (8.21) is achieved, the real
part of the equivalent load admittance is equal to GoptL so that a power Pref is transmitted
to the load when

Vs =

√
Pref

GoptL

(8.22)

The secondary voltage Vs is chosen as a phase reference and the complex condition for
producing a reference output power Pref becomes

Vs =

√
Pref

GoptL

(8.23)

Using (8.11) and (8.23), this condition is expressed in terms of currents INi and INo as

−YM INi + YpI
N
o = (YpYs −Y2

M )

√
Pref

GoptL

(8.24)

which is a second equation linking the pursued currents. Finally, the desired operating point
is reached by imposing the current INi and INo solving equations (8.21) and (8.24).

8.1.4 Illustration of the method beneficial effects

As for the series-series compensated system, the main principle of the proposed methodology
is illustrated on the EV test-case employed previously via a first-harmonic analysis performed
on the equivalent circuit from Figure 8.4 in the Matlab environment. The nominal circuit
parameters of the test-case are reminded in Table 8.1.

f Rp = Rs Lp = Ls M

85 kHz 176 mΩ 109 µH 13.3 µH

Table 8.1: Nominal parameters of the test-case circuit
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For applying the proposed methodology, these parameters are converted for corresponding
to the parameters intervening in the description of the admittance-based model. The re-
lated parallel-equivalent nominal parameters are reported in Table 1.2. In other existing
works, the resonant capacitances Cp and Cs are usually designed for ringing with the series
self-inductances Lp and Ls at the operating frequency, even in the case of parallel-parallel
compensation. However, the series self-inductance and the parallel self-inductance values are
different, and filtering inductances are present on each side of the circuit, influencing the
reactive power flow. Therefore, the capacitances values must be adapted to this situation for
ensuring the passive cancellation of both sides susceptance at its nominal operation point.
These values have to be such that

ω =
1√

LtotpCp
with Ltotp =

LYp Li

LYp + Li
(8.25)

ω =
1√

LtotsCs
with Ltots =

LYs Lo
LYs + Lo

(8.26)

The values of the filtering inductances are the result of a compromise between their impact
on the WPT system operation (as a small value would deviate a large portion of the source
currents INi and INo in the filtering inductance, referring to the equivalent circuit on Figure
8.4) and the voltages Vi and Vo which have to be produced by the converters (as a large
inductance value would imply a high voltage for producing the required source currents INi
and INo ). With this in mind, the filtering inductance Li and Lo are chosen as equal to
the series self-inductance Lp and Ls, respectively. For the considered test-case, this yields
Li = Lo = 109µH.

f GYp = GYs LYp = LYs Cp = Cs YM

85 kHz 54.3 µS 107.4 µH 64.9 nF 2.1 e−j90.35◦ mS

Table 1.2: Parallel-equivalent nominal parameters of the test-case circuit

The system is expected to supply a reference output power Pref = 3.7 kW to the load.
One again, for comparison purposes, the performances afforded by the proposed system are
contrasted with the performances of an equivalent passive system, comprising a diode rectifier
for interfacing the secondary circuit with the actual load. The secondary filtering inductance
Lo is not needed in such a circuit and is consequently removed. As a consequence, the
secondary resonant capacitance of the passive system is compensating the inductance LYs
(i.e., Cs = 32.6 nF for the passive system). Also, its output power is kept constant for each
investigated situation by adapting its primary source current, for a fairer comparison. In the
passive system, the cascading of the diode rectifier with the battery is represented by the
equivalent resistance computed in section 6.2.4 and given by

RpasL =
8

π2

V 2
b

Pref
= 28.40 Ω (6.20)

Alternatively and for a better adequacy with the admittance-based model, the corresponding
conductance GpasL is equal to

GpasL =
1

RpasL

= 35.2 mS (8.27)

The optimal load admittance Yopt
L corresponding to the test-case nominal parameters is a

pure conductance, as Bopt
L is null since the secondary capacitance compensate per se the

inductive components in the circuit. One has

Yopt
L = GoptL = 2.1 mS (8.28)
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and the proposed system produces a power efficiency of 95.05 %, which is the maximum
achievable efficiency. Due to the difference between the optimal load conductance GoptL and
the equivalent load conductance GpasL , the passive system delivers a power efficiency of 70.2
%. The weakness of the passive system power efficiency is due to the fact that such a small
apparent load resistance (or such a high apparent load conductance) is not well adapted for
a parallel compensation on the secondary side. Nevertheless, the relevance of this compari-
son is not depreciated since the proposed PP-RDAB system operates in the same conditions
and still guarantees the maximum achievable efficiency. One can note the weakness of the
difference between the optimal efficiency of 95.05 % obtained by neglecting the mutual con-
ductance in the developments and the theoretical maximum achievable efficiency, which is
95.2 % (as demonstrated for series-series compensated systems). Moreover, the mutual con-
ductance impact is decreasing with the mutual inductance M so that this error of 0.15 %
efficiency is the highest for the system operating range (as only a decrease of the mutual
inductance is possible).

Hereafter, we propose a detailed comparison between the proposed PP-RDAB and the passive
systems when the circuit parameters deviate from their nominal values.

Variation of the mutual inductance M

Despite the transition from an impedance-based to an admittance-based model, the mutual
inductance M remains the most appropriate parameter (from a physical point of view) for
quantifying the quality of the windings coupling. The effect of a coupling deterioration is
addressed here via the decreasing of the mutual inductance M . A modification of the mu-
tual inductance M produces logically a variation of the mutual admittance YM , but also a
variation of the equivalent conductances GYp and GYs and of the equivalent inductances LYp
and LYs . Therefore and in contrast with a series-series compensated system, the windings
coupling influences both the active and the reactive power flows in the system and modifies
the optimal value of both the apparent load conductance GoptL and susceptance Bopt

L .

By starting from the reference point indicated in Table 1.2, a relative variation of the mutual
inductance down to -90 % is considered. The corresponding evolutions of the power efficiency
are shown in Figure 8.5 and compared to the maximum achievable efficiency. From the re-
sults, one can note that the proposed method is effective and adapts both the conductance
and the susceptance of the apparent load for reaching constantly the maximum achievable
efficiency, which decreases slowly as M declines. Similarly to the case of a series-series com-
pensated system, the equivalent passive system is clearly more impacted by the coupling,
with a collapsing efficiency as M decreases.
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Figure 8.5: Evolutions of the power efficiency with respect to a decrease of M for the
proposed and the passive systems
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The multiplicity of the influences of an M variation on the active and reactive power flows
makes the detailed illustration of the method action via the voltages and currents phasors
delicate. Nevertheless, the aggregate effect of those different influences on a passive system
and the consequent global action of the PP-RDAB system are shown hereafter.

(a) 0 % (nominal) (b) -25 % (c) - 50 %

Figure 8.6: Representation of the voltages and currents phasors for different relative
variations of M impacting the passive system

(a) 0 % (nominal) (b) -25 % (c) - 50 %

Figure 8.7: Representation of the voltages and currents phasors for different relative
variations of M impacting the proposed system

For the passive configuration, a decline in M causes the surge of the primary voltage Vp since
the system has to achieve a constant output power despite harsher coupling conditions. Also,
the perturbation of both the primary and the secondary reactive power flows result in a large
phase shift between the primary current INi and voltage Vp. As a consequence, the current

INo increases for maintaining a constant output power. The aforementioned inadequacy of
the passive system with respect to the secondary parallel compensation is highlighted by the
prominence of the related primary voltage amplitude. By performing active rectification, the
proposed configuration takes action for optimally distributing the losses in the system by
rebalancing the voltages Vp and Vs. The residual secondary susceptance ensuing from the

indirect variation of LYs is compensated by shifting the secondary current INo with respect to
the secondary voltage Vs. As a consequence, the phase shift between the primary current INi
and voltage Vp is therefore minimized, but not null. Indeed, the system faces an irremediable

residual primary susceptance (ensuing from the indirect variation of LYp ) preventing the

aligning of INi and Vp.

Variation of the secondary capacitance Cs

As for the series-series compensated system, the variation of the secondary capacitance Cs
is addressed for observing the proposed system behavior when it suffers from a secondary
detuning. In contrast with the mutual inductance M , a secondary capacitance deviation
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impacts only the optimal value of the apparent load susceptance Bopt
L .

By starting from the reference point indicated in Table 1.2, a relative variation of the mutual
inductance down to -90 % is considered. The corresponding evolutions of the power efficiency
are shown in Figure 8.8 and compared to the maximum achievable efficiency. One can notice
that the proposed system emulates an adequate load susceptance for reaching constantly the
maximum achievable efficiency. In contrast, the passive system suffers from an efficiency loss
for any Cs variation, as for the series-series compensated configuration.
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Figure 8.8: Evolutions of the power efficiency with respect to a variation of Cs for the
proposed and the passive systems

Since the passive system is already far from an optimal operation in its nominal operation,
the additional detrimental effect of a deviation in the capacitance Cs on the power efficiency
is tenuous. As a result, the observation of the passive system voltage and current phasors
for different deviations of the secondary capacitance Cs is not relevant here. Nonetheless,
the impact of a Cs deviation on the passive system corresponds to an increasing phase shift
of the primary voltage Vp with respect to the primary current INi . The phasors relative to
the proposed configuration are represented in Figure 8.9 for showing the proposed method
action for facing a Cs deviation. Facing a similar situation and by performing active recti-
fication, the proposed method shifts adequately the secondary current INo which sweeps the
voltage Vp away until the latter alignment with the primary current INi . Since the proposed
system must ensure a constant apparent load conductance equal to its optimal value, the tip
of the phasor INo moves perpendicularly to the real axis. The mistuning penalty is therefore
displaced from the primary voltage Vp to the secondary current INo , with a consequential rise
of the secondary volt-ampere rating. However, both voltages Vp and Vs are back in their
nominal position so that the detrimental impact of a Cs variation on the system losses (via
the conductances) and efficiency is fully compensated.

Before presenting the time-domain implementation of the PP-RDAB system, the operation
of the latter in absence of secondary resonant capacitor is addressed. Indeed, the method has
been developed for compensating any variation in the secondary capacitance Cs. Notably, the
system is able to ensure the optimal performances when Cs is decreasing to zero. However,
the reactance of the secondary resonant capacitor tends to infinity as Cs declines and the
secondary capacitor behaves more and more as an open-circuit, so that the resultant situation
is equivalent to a situation where the secondary circuit is freed from any resonant capacitor.
Such a case is investigated and the corresponding phasors are represented in Figure 8.10. One
can observe that the PP-RDAB system emulates a capacitive function compensating entirely
the reactive power consumed by both the equivalent secondary self-inductance and the sec-
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(a) 0 % (nominal) (b) - 15 % (c) + 15 %

Figure 8.9: Representation of the voltages and currents phasors for different relative
variations of Cs impacting the proposed system

ondary filtering inductance Lo. Since the system must sustain the rated output power, the
secondary current INo increases significantly. Nonetheless, the system maintains its efficiency
to the optimal value of 95.05 % despite the absence of any secondary capacitor, while the
passive system efficiency falls down to 65.7 % (exactly as with a series-series compensation
scheme).

Figure 8.10: Representation of the voltages and currents phasors for the proposed system
with a capacitor-free secondary

8.1.5 Time-domain implementation of the voltage-source converters

As for the SS-RDAB, the methodology related to the PP-RDAB has been developed and il-
lustrated considering ideal and sinusoidal voltage sources. In this section, the actual voltage-
source converters shown in Figure 8.1 and the related pulse-width modulation (PWM) com-
mands are practically implemented in a realistic time-domain model running under the PSIM
software. Consistently, the WPT test-case described in Table 8.1 is anew considered. The
time-step is fixed to 10−8 second. Ideal MOSFETs have been selected as switches. The DC
voltage Vu and Vb are fixed to 360 V. For each operating point, the primary (respectively, the
secondary) full-bridge is controlled following an SVC-based command in such a way that the
fundamental of the produced AC voltage is equal to the optimal value of Vi (respectively,
Vo), corresponding equivalent Thevenin voltage of the optimal current INi (respectively, INo )
which itself ensues from the resolution of the equations (8.21) and (8.24).
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Variations of the mutual inductance M (from -90 % to 0 % by steps of 5 %) are applied
to the system and the corresponding time-domain results are compared to target operating
points computed in the frequency domain (see Figure 8.11). The effectiveness of the proposed
methodology in the time-domain is demonstrated, with only however an relative error of 1.75
% on the output power for the most severe decrease of M .
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Figure 8.11: Simulated measurement of the (a) power efficiency and of the (b) output power
for deviations of M impacting the proposed system

The variation of the secondary capacitance Cs is addressed differently. As a matter of fact,
the analysis realized in the previous section demonstrates that a variation of the secondary
capacitance requires that the system increases the Norton current INo and therefore the fun-
damental voltage Vo which has to be produced by the secondary converter. As a result,
the PP-RDAB system is confronted to controllability restrictions associated with the limited
voltage producible by the secondary converter, analogously to those raised, addressed and
solved via voltage step-up solutions in the case of the SS-RDAB system. The analysis of
the voltage vo required for compensating variations of Cs demonstrates that the PP-RDAB
system is only able to compensate Cs deviations from -10 % to +10 % (without any voltage
step-up solution). This range is smaller in comparison with the SS-RDAB case due to bur-
den of the additional impedance associated with filtering inductor. The time-domain results
corresponding to this deviation range are presented in Figure 8.12 and match clearly the
targeted operating points.

The primary converter voltage vi and current ii and the secondary converter voltage vo and
current io are presented on Figure 8.13. For extending the application scope of the proposed
method, the PP-RDAB can be improved by increasing the voltage range of the converters
with two-quadrant choppers or by using Z-source topologies for the converters, as previously
addressed for the analogous series-series compensated system. Since the implementation of
such solutions is independent from the transmission circuit topology itself, these solutions
are not anew discussed for non-redundancy purposes.

These results ascertain the effectiveness of the extension of the proposed optimal command
methodology to a parallel-parallel compensation topology.
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Figure 8.12: Simulated measurement of the (a) power efficiency and of the (b) output power
for deviations of Cs impacting the proposed system
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Figure 8.13: Simulated primary (up) and secondary (down) converters waveforms in the
proposed system for (a) -10 % and (b) +10 % Cs deviation impacting the proposed system

8.2 Further extensions to other topologies

Following the procedure presented for the parallel-parallel compensated system, the proposed
methodology can be extended to the series-parallel and to the parallel-series compensation
schemes. As for the parallel-parallel configuration, the mutual inductance model of the
coupled windings is transformed in an equivalent and hybrid impedance/admittance-based
model (with series impedances and voltage source on the series-compensated side and with
parallel admittances and current source on the parallel-compensated side). For avoiding any
redundancy, the developments relative to those topologies are presented in Appendix C.

8.3 Conclusions

The extension of the proposed optimal command to parallel-parallel compensation schemes
has been presented in this chapter. For conserving the elegant and intuitive formalism yielded
by the the impedance-based equivalent circuit of an SS-RDAB system, a particular attention
has been paid to the transformation of the equivalent circuit of a PP-RDAB system in an
admittance-based model which is the perfect dual of the former.
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Considering the EV test-case addressed previously, the extended method has been in turn
illustrated and interpreted in the frequency domain. Larger and distinctive impacts of a mu-
tual inductance variation have been observed, in comparison with a series-series compensated
system. As for its series-series analogue, the FHA-based methodology has been validated via
the time-domain simulation of the related power conversion chain. The parallel-parallel com-
pensated system has demonstrated more critical controllability restrictions with respect to
the active rectifier voltage range. However, these restrictions can be overcome by resorting
to the solutions presented in the previous chapter.

Following a similar transformation procedure, the optimal command methodology has fur-
ther been extended to series-parallel and parallel-series compensation schemes, following the
developments available in Appendix C.
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CHAPTER

NINE

EXPERIMENTAL PROOF-OF-CONCEPT

Before presenting the general conclusions and perspectives of this thesis, the proposed optimal
command methodology is validated via an experimental low-power (i.e. 20 W) proof-of-
concept, operating at 85 kHz and based on a SS-RDAB topology.

9.1 Technical challenge

As mentioned in the Chapter 1, this thesis pioneers the WPT research activity in the Electrical
Power Engineering Unit of the University of Mons and further, the implementation of power
electronics solutions in a new and higher frequency-range. Indeed, the customary domain of
expertise of the Unit corresponds to the use and to the control of power electronic converters
applied to the command and the drive of electrical machines. As a consequence, the available
experimental equipment essentially consisted in

- didactic Semikron three-phase full-bridge converters based on insulated gate bipolar
transistors (IGBTs), able to attain switching frequency up to typically 20 kHz in hard
switching conditions ;

- DSPACE DS1103 and DS114 boards as control and measurement interfaces between
the power converter and the control algorithm implemented in the MatLab/Simulink
software environment, presenting sampling frequencies typically between 10 kHz and
15 kHz.

Given the frequency-level required for implementing an effective WPT system via resonant
inductive coupling (typically around 100 kHz and precisely 85 kHz here), this experimen-
tal proof-of-concept necessarily requires to initiate the development and the elaboration of
power converters including switching devices and controlling circuits adapted to this higher
frequency range. Consequently, the experimental effort has essentially been focused on the
progressive establishment from scratches (notably via different and improved versions) of a
correspondent know-how, in parallel to the theoretical contributions presented earlier in this
thesis. In this context, the detailed analysis and optimization of the elaborated converter
exceed beyond the framework of this thesis. Here, the objective is set to the development
of practical (but not always optimal) solutions, adapted to a frequency level of 85 kHz and
allowing to prove experimentally the validity of the optimal command of an SS-RDAB system.
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9.2 Description of the developed converters

An annotated picture of the current version of the developed high-frequency converter is
shown in Figure 9.1. Each side of the resonant WPT system is equipped with such a con-
verter, capable to operate as an inverter for supplying the primary side or an active rectifier
for interfacing the secondary side with the DC load. This system is an all-in-one solution
embedding a full-bridge converter, a micro-controller, the switches drivers and the power
supply for the command circuits on a single printed board circuit. Each part of this system
and its main features are briefly addressed below.

Figure 9.1: Annotated picture of the current version of the developed converter

Full-bridge converter The full-bridge comprises four packages TK55S10N1 integrating
each a MOSFET and its anti-parallel diode. This switching device has been selected accord-
ing to three particular points. Firstly, this transistor high switching speed ensures to mitigate
significantly the switching losses, which can therefore be neglected in the following since the
latter are not addressed. Secondly, this transistor is able to sustain high drain currents (up to
55 A in DC and 165 A pulsed), which is a practical concern for avoiding any permanent dam-
age during the different test phases, notably when the converter is connected to a resonant
circuit. As a matter of fact, the use of series-compensated windings causes the circulation
of a resonant current through the converters and therefore through the semiconductor com-
ponents. These currents can be particularly damaging for the primary-side inverter, as any
accidental decoupling of the load causes the quasi-shorting of the inverter output, the latter
supplying an LC-oscillator excited at its resonant frequency. Finally, this transistor presents
a low drain-source resistance during its on-state (usually referred as the RDS,on resistance)
corresponding to 5.5 mΩ, for reducing the conduction losses and the voltage drops despite
the relatively high intensity of the resonant currents.

Micro-controller The converter is controlled by a dsPIC (for digital signal Peripheral In-
terface Controller) 70 MHz micro-controller (Microchip dsPIC33EV256GM102), which com-
putes and generates the PWM command 5 V signals destined to control the state of the
switches, via the drivers (see hereafter). This embedded controller is highly suitable for the
control of power electronic converters, as it disposes of PWM modules programmable via a
code in C. It enables the generation of three different pairs of complementary PWM signals
(among which only two are employed here, one for each leg of the full-bridge converter). In the
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context of this proof-of-concept, the open-loop command of the SS-RDAB system is effected
by programming separately the PWM module of each converter in order to implement the
SVC-command producing the respective fundamental voltage derived from the first-harmonic
methodology exposed in the Chapter 6. The introduction of dead times (which consist in
small time intervals between a switch turn-off and the turn-on of the switch belonging to the
same leg, for avoiding any shorting risk) is supported automatically by the PWM modules.
Regarding the importance of the precise setting of the phase shift between the primary and
the secondary voltages in the proposed optimal command, the PWM module of the secondary
converter is synchronized with a clock signal emitted by the primary converter. Here, this
signal is transmitted via a wired connection, as the elaboration of a wireless protocol for this
data transmission lies out of the scope of this thesis. In anticipation of an eventual closed-
loop control, the dsPIC micro-controller disposes of analog-to-digital converters valuable for
the eventual feedback measurements.

Drivers The drivers are two identical circuits destined to convert the logic 5 V PWM
signals generated by the dsPIC micro-controller into a PWM voltage with crenels surpassing
the gate threshold voltage of the switches (comprised between 4 V and 20 V) in order to
command their turn on and turn off. A driver is dedicated to each leg and supports the
generation of the gate voltage for the two switches belonging to a same leg. In the proposed
assembly, the drivers are the Analog Devices ADuM3223, which have been chosen for their
speed (as they are able to generate PWM voltage with frequency up to 1 MHz) and for further
extension purposes. Instead of presenting a single logic inputs for generating complementary
gate voltages for the switches in a same leg, this driver disposes of two different inputs (one
for each switch) and enables the independent command of each switch, with the possibility to
command the shorting of the legs and further the introduction of shoot-through states in the
extension (as a future perspective of this thesis) of the current design to a Z-source topology.
One may notice in passing the presence of an alternate DC bus with slots destined to receive
a Z-source impedance network on the bottom left of the converter in Figure 9.1.

9.3 Design of the windings

The planar windings employed in this experimental proof-of-concept are designed by using the
virtual laboratory developed in the first part of this thesis, embedded in a simple procedure
for maximizing the windings figure-of-merit (FOM) under practical constraints. The global
requirements for this transmission system have been established for ensuring a high-efficiency
transmission (i.e., with a power efficiency equal or higher than 90 %) at a 5-cm range, while
restricting each winding external diameter to a maximal value of 15 cm. In this context, the
coils design depends on four parameters which are the windings common wire radius r, inner
radius R, number of turns N and spacing p between two adjacent turns (i.e. the pitch of the
windings).

The section of the wire has been fixed to 4 mm2 (corresponding to a wire radius of 1.13 mm)
since it has been observed that the optimization procedure will logically and systematically
foster the maximum wire section when it is left free to vary as a decision variable, for the
respective winding parasitic resistance. As single strand solid wires are considered, the sec-
tion of 4 mm2 is chosen as a compromise between a sufficiently large conducting section (for
reducing each winding resistance) and a practicable rigidity for the wire, as a high rigidity
can be disabling for the practical and precise winding process. Also, due to the complexity
associated with the practical realization of an exact spacing between the turns, the latter are
clamped and the effective spacing between two copper conductors corresponds to twice the
insulation sleeve of the wire, i.e. 1.3 mm in this case. From these practical constraints, only
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two parameters (i.e., the number of turns N and the inner radius R) are left free to vary as
decision variables in the optimization process.

Finally, preliminary investigations have demonstrated that for a restricted external footprint,
the FOM is maximal when the windings turns are expanded at most so that the latter are
accumulated near the maximal external diameter of 15 cm. Therefore, by considering the
aforementioned practical constraints as well as such a tendency, the windings inner radius R
and the number of turns N are not independent parameters as they are linked by the maximal
external radius Rmaxe , the fixed wire radius r = 1.13 mm and the fixed spacing between the
turn p = 1.13 mm, with

Rmaxe = R+N · (2r + p) (9.1)

Therefore, the number of turns N is chosen as the unique decision variable in this design
procedure, considering the discussion above. The design procedure consisted in the progres-
sive increase of the number of turn(s) from 1 to the maximum number of turns fitting in the
restricted radial footprint Rmaxe . For each number of turns, the Matlab-driven version of the
2-D finite-element model developed in the first part of this thesis is employed for determining
the FOM of the related windings. Since the operating frequency is constant and equal to 85
kHz, the FOM is only depending on the ratio between the mutual inductance of the winding
and their parasitic resistance. Whereas the mutual inductance increases and progressively
saturates with the rising number of turns, this effect is mitigated by the concomitant expan-
sion of the windings parasitic resistance (see Figure 9.2). As a result, an optimal number of
turns representing an optimal balance between these two contradictory contributions can be
determined. In this case, the optimal number of turns is equal to 10 and the correspondent
couple of windings presents a FOM of 20.19, yielding a maximum achievable efficiency of 90.6
%. In summary, these windings presents an inner radius R of 39 mm and are made of 10
turns separated by 1.3 mm and of a wire with a 4 mm2 section. Their self-inductance is equal
to 14 µH, their parasitic resistance is equal to 82 mΩ and their mutual inductance is worth
3.1 µH. A picture of the corresponding windings mounted on a their respective wooden stand
is presented in Figure 9.3.
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Figure 9.2: Evolutions of the windings (a) mutual inductance, (b) parasitic resistances and
(c) FOM with respect to the number of turns
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Figure 9.3: Picture of the couple of planar windings designed and employed for the
experimental proof-of-concept

9.4 Experimental SS-RDAB system and results

Based on the converters and on the windings described in the previous sections, the experi-
mental setup and its equivalent circuit schematic are shown in Figure 9.4 and 9.5, respectively.
The system is intended to operate at a frequency of 85 kHz and to furnish a rated power of
Pref = 20 W to a DC load. The primary inverter is supplied by the utility with an adjustable
DC voltage Vu (thanks to a system of autotransformer upstream to the input rectifier) fixed
to 10 V here. This inverter drives the resonant inductive transmission system with an 85
kHz SVC-based AC voltage vp. The transmission circuit itself is composed of two windings
maintained aligned by a non-magnetic rod and separated by 5 cm. Each winding is connected
in series with a resonant capacitor of 250 nF, for building two coupled LC-oscillators pre-
senting a common self-resonant frequency matching the operating frequency of 85 kHz. The
secondary side LC-oscillator is connected to an active rectifier, which modulates the apparent
load impedance according to the method proposed in Chapter 6 by controlling the voltage
vs on its AC-side. On its DC-side, the power is ultimately transferred to a DC load consist-
ing in a resistance R of 15 Ω connected in parallel with a filtering capacitor of 2.2 mF. The
ouput voltage Vo is fixed by the power consumed by the load, with Vo =

√
Pref ·R = 17.32 V.

Figure 9.4: Picture of the experimental setup employed for the experimental
proof-of-concept

For driving the system in open-loop, the optimal command developed in Chapter 6 is applied
for obtaining the system optimal operating point, expressed in terms of the fundamental
voltages which have to be produced by each converter. Both are controlled accordingly us-
ing an SVC-command programmed manually for each situation tackled in the following and
implemented by the micro-controller and the switching drivers. The lumped parameters of
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10 V
250 nF 250 nF

Primary side Secondary side

Figure 9.5: Equivalent circuit schematic of the experimental setup

the windings serving as input data for the computation of this optimal operating point are
ensuing exclusively from the virtual laboratory developed in Chapter 4.

In the following, two different types of situations are considered. Firstly, the experimental
system is tested for different values of the mutual inductance (starting from the nominal value
to decreased value) in order to validate its capability to optimize the active power flow via
the modulation of the apparent load resistance. Secondly, the experimental system is tested
with a secondary devoid of resonant capacitor in order to validate its capability to optimize
the reactive power flow by emulating an apparent load reactance compensating integrally the
secondary winding self-inductance. For each situation, the experimental results are compared
with the time-domain simulations of an equivalent passive system on the one hand (for easing
the visualization of the proposed system benefits) and of the proposed system on the other
hand (for validating the experimental implementation itself). As a reminder, the equivalent
passive system is a system equipped with a passive diode rectifier and of which the primary
voltage is adapted in order to achieve the rated output power in any situation, for a fairer
comparison with the proposed system.

Finally, one can note that since the losses in the converters have not been addressed here
and as the proposed optimal command methodology is based on the maximization of the
transmission power efficiency, the performances of the system are evaluated by measuring
and comparing the active power value on the respective AC terminals of the converters.

9.4.1 Nominal operation

The nominal operation corresponds to the situation where the windings are separated by the
nominal distance of 5 cm and are compensated correctly by the resonant capacitor. Even in
such situation, the proposed system is intended to present improved performances in com-
parison with a passive system. As a matter of fact, it is intended to adapt the apparent
load resistance seen from the secondary LC-oscillator terminals (based on the values of the
mutual inductance and of the parasitic resistances) for minimizing the losses by balancing
the current between the primary and the secondary sides of the circuit. The corresponding
experimental results (consisting in the measurements of the primary and secondary voltages
and currents) are presented and compared to the time-domain simulations in Figure 9.6.

In this configuration, the passive system displays a power efficiency of 71.7 %, which is
relatively low for a resonant inductive operation in such a close range due to the imbalance
in the currents amplitude between the primary and the secondary sides of the system, with
peak values of 13.16 A for the primary current and of 2.18 A for the secondary current.
According to the time-domain simulation, the proposed system furnishes the rated power
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with a power efficiency of 90.6 % and produces peak currents amounting to 5.33 A on the
primary side and 5.24 A on the secondary side. The currents in the experimental setup
are respectively amounting to 5.76 A on the primary side and 5.44 A on the secondary side
and demonstrate the adequate action of this proof-of-concept. On a more qualitative point of
view, one can ascertain the comparability of the simulation and the experimental results. The
experimental output power and efficiency are computed in post-processing via a numerical
integration process which estimates the output power to 20.8 W and the power efficiency
to 89.3 %. In the light of the foregoing, the concept proposed for the optimal command
of an SS-RDAB system is proved experimentally. Before considering the following testing
configurations, one can notice that the proximity between the simulated and experimental
results are also validating anew the accuracy of the virtual laboratory, since the system is
commanded in open-loop, based solely on the electrical parameters extracted from the finite-
element simulation tool.
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Figure 9.6: Waveforms from the passive (up) and the proposed (middle) systems simulations
and from the experimental measurements (down) for the nominal position of the coils

9.4.2 Decreasing of the mutual inductance

The case of a mutual inductance decrease is addressed by increasing the separation distance
between the aligned windings from 5 cm to 7 cm, and further to 9 cm. Using the finite-
element virtual laboratory, the mutual inductance for these two new relative positions of
the windings are obtained, with a value of 1.85 µH for a 7-cm distance (corresponding to a
relative variation of -38 % in comparison with to the nominal mutual inductance) and a value
of 1.19 µH for a 9-cm distance (corresponding to a relative variation of -60 % in comparison
with the mutual inductance). For each situation, the proposed system is intended to adapt
adequately the primary and the secondary voltage for maintaining a unitary ratio between
the primary and the secondary windings and minimizing hence the losses in the windings.
The corresponding experimental results are presented and compared to simulation results in
Figures 9.7 and 9.8.
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Figure 9.7: Waveforms from the passive (up) and the proposed (middle) systems
simulations and from the experimental measurements (down) for a -38 % deviation of M
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Figure 9.8: Waveforms from the passive (up) and the proposed (middle) systems
simulations and from the experimental measurements (down) for a -60 % deviation of M
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In theses configurations, the equivalent passive system suffers from a surge of the primary
current with peak values up to 21.88 A (for a 7-cm separation distance) and 34.38 A (for a
9-cm separation distance) and a consecutive decrease in the power efficiency, equal to 46.3
% in the first case and to 28.8 % in the second case. For its part, the secondary current
remains unchanged as the apparent load consumes the same rated power. According to the
time-domain simulation, the proposed system furnishes the rated power with a power effi-
ciency of 84.9 % in the first case and of 77.6 % in the second case. As it can be observed on
the presented currents waveforms from the simulation results and the matching experimental
results, the proposed methodology effects on the primary and secondary voltage for main-
taining an optimal repartition between the primary and the secondary current. For a 7-cm
separation distance, the proposed system is intended, according to the time-domain simula-
tion, to present peak currents amounting to 6.95 A on the primary side and to 6.58 A on
the secondary side. According to the corresponding experimental results, the practical setup
presents a primary and a secondary currents amounting to 7.2 A and 6.4 A, respectively. The
experimental output power and efficiency are anew computed via a numerical post-processing
and are worth 18.95 W and 83.9 %, respectively. For a 9-cm separation distance, the pro-
posed system is intended, according to the time-domain simulation, to present peak currents
amounting to 9 A on the primary side and to 8.11 A on the secondary side. According to the
corresponding experimental results, the practical setup presents a primary and a secondary
currents amounting to 9.4 A and 7.6 A, respectively. The experimental output power and
efficiency computed via a numerical post-processing are worth 19.6 W and 78.6 %1, respec-
tively. One can ascertain the comparability of the simulated and the experimental results.
Notably, the experimental system demonstrates its faculty to maintain as best as possible,
by adjusting the equivalent load resistance, a quasi unitary ratio between the amplitude of
the primary and the secondary currents for minimizing the losses. Once again, the concept
of the optimal command of an SS-RDAB system experiencing coupling variations is proven
experimentally.

9.4.3 Emulation of the secondary capacitance

For validating experimentally the ability of the system to optimize the reactive power flow
in the system via active rectification, the system is anew considered in its nominal configu-
ration (with a 5-cm separation distance), but the secondary resonant capacitor is removed
from the circuit and the secondary winding is directly connected to the AC-side terminals of
the active rectifier. As highlighted in the analysis of the method action, the compensation
of such extreme variation in the secondary capacitance Cs (i.e. which can be considered as
infinitely high, here) requires a drastic increase of the secondary voltage. More precisely,
here, the emulation of the entire capacitive function by the active rectifier requires an RMS
value of 27 V for the secondary voltage, exceeding broadly the 17.32 V voltage supported by
the DC load. In order to assess this particular and interesting situation, the resistive load
is changed to a value of 60 Ω in order to attain a DC load voltage of 34.64 V, compatible
with the voltage requirements of the proposed method on the AC-side of the active rectifier.
The corresponding experimental results are presented and compared to equivalent simulation
results in Figure 9.9.

In this configuration, the passive system produces a power efficiency of 38.5 %, due to the
non-resonant operation of the secondary circuit. The primary peak current increases to 28.2
A for sustaining the rated output power and a more significant phase shift appears between
the primary current and voltage, due to the reactive power reflection from the secondary.

1This result demonstrates the correct order of magnitude of the measured power efficiency, but evinces also
the measurement and numerical error on the post-processing computations as this value can not be higher
than the maximum achievable efficiency of 77.6 % in practice.
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Figure 9.9: Waveforms from the passive (up) and the proposed (middle) systems
simulations and from the experimental measurements (down) for a capacitor-free secondary

According to the time-domain simulation, the proposed method furnishes the rated power
with a power efficiency of 90.6 % and produces peak currents amounting to 5.33 A on the
primary side and 5.24 A on the secondary side. In other words, the reactive function emulated
by the active rectifier permits an operation similar to the nominal situation regarding the
currents levels, the windings losses and therefore the power efficiency. One can notice that
the secondary current (exiting the active rectifier towards the WPT system, by convention in
this thesis) is logically lagging the secondary voltage, evincing the generation of an equivalent
capacitive load reactance. Moreover, the primary current and voltage are still in phase, due to
the cancellation of the secondary reactive net power flow. Qualitatively, the correspondence
between the simulation and the experimental results is clear. The observation of the secondary
side waveforms demonstrates obviously the effective emulation of a reactive function by the
active rectifier. On the primary side waveforms, one can observe that the primary current and
voltage are in phase, accordingly to the expected results. The optimization of the reactive
power flow is hence shown. Quantitatively, the experimental peak current in the windings are
equal to 6 A in the primary and to 5.2 A in the secondary, so that the balance between the
currents which is ensured by the optimization of the active power flow, already validated in the
previous configurations, is still and simultaneously effective. According to the post-processing
of the waveforms, the experimental system furnishes a power of 20.7 W with a power efficiency
of 88 % which is clearly in the expected order of magnitude, regarding the measurements and
numerical calculation errors. As a consequence, the concept of optimal command of an SS-
RDAB experiencing a detuning (which is total, here) is proven experimentally.

9.5 Conclusions

In this last chapter, the optimal command proposed in this thesis has been successfully im-
plemented experimentally on a 20-W SS-RDAB system operating at 85 kHz and conceived in
our laboratory. As a first experimental work in the frequency range higher than 20 kHz within
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our Unit, this proof-of-concept has required to establish from scratch a know-how relative
to high-frequency power converters. In this context and following a progressive approach,
we confined ourselves to obtaining an operational design, although not optimized. Such an
approach is moreover in accordance with the holistic approach adopted in this thesis and
focusing on the optimization of the coil-to-coil efficiency, only. For designing the windings
of this proof-of-concept, the virtual laboratory developed in the first part of this thesis has
been employed in a simple optimal design procedure, with respect to practical and technical
constraints.

The proposed optimal command methodology has been experimentally validated by the
concordance between the measurements and the equivalent time-domain simulation results.
Firstly, the system has demonstrated its ability to optimize the active power flow by ap-
proaching the maximum achievable efficiency despite the non-optimality of the actual load
and for three different positions of the windings (corresponding to three different values of the
mutual inductance), when the system was correctly tuned. Secondly, the system has demon-
strated its ability to optimize both the active and the reactive power flows by approaching
the maximum achievable efficiency despite non-optimality of the actual load and despite the
absence of any resonant capacitor on the secondary side of the circuit. In this situation,
the active rectifier has shown its capacity to emulate an apparent load reactance capable
to compensate entirely the secondary winding for reinstating a resonant mode of operation
without any secondary capacitor.

Finally, the comparability between the experimental and simulation results evinces once
more the accuracy of the virtual laboratory, employed for the determination of the windings
equivalent parameters useful to the setting of the open-loop reference operating point.
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CHAPTER

TEN

GENERAL CONCLUSIONS AND PERSPECTIVES

Wireless power transfer (WPT) is a popular and trending topic in the scientific and industrial
communities. The recent progresses in power electronics have paved the way for the imple-
mentation of resonant inductive power transfer (RIPT) to energy-greedy applications, such
as electric vehicle (EV) battery charging. Bringing more convenience and more safety, the
wireless charging for EVs reaches currently performances comparable to classical wired con-
nections and is on the verge of fostering the upcoming change in paradigm for transportation,
as an important infrastructural revolution. Nevertheless, considering the implementation of
RIPT to high-power applications requires paying a specific attention to the optimization of
the power transfer efficiency. As demonstrated by the mathematical analysis of an RIPT
equivalent circuit, maximizing the power transfer efficiency requires two types of effort from
the designer, namely

- the optimal design of the inductively coupled windings ;

- the elaboration of an optimal control strategy via the adequate command of the sur-
rounding power electronic converters.

In this context, this thesis pursued a double objective.

First objective

The first objective of this thesis was associated with the development of a flexible, accu-
rate and relatively fast electromagnetic model of the solid-wire planar windings involved in
RIPT, following a virtual laboratory approach. Due to the poor adaptability and accuracy of
analytical approaches, computational electromagnetics has been considered for fulfilling this
objective. The modeling task was justifiably considered as complicated due to the combined
and detrimental influences of the eddy currents in the conductors and of the large portion
of air which must be integrated in the system on the computational burden. Regarding the
importance of the resonance at the field and circuit levels, the coupling of the electromagnetic
model of the windings with an external circuit was deemed essential.

Contribution 1

For assessing the computational burden associated with conventional state-of-
the-art numerical methods, a circuit-coupled massive-conductors finite-element method
in magnetodynamics has been employed as a brute-force approach. Using a 2-D model
(valid when the windings are aligned, i.e. in their nominal position), the first model has
provided promising results by requiring around 3 seconds and between 30 000 and 40 000
degrees of freedom (DoF) for the modeling of our experimental test-case (consisting in a
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couple of 7-turns and 15-cm diameter planar windings submitted to frequencies up to 200
kHz). The comparison of the numerical and experimental results has shown a high accuracy
with less than 2 % relative error on the self-parameters in the targeted range of operating
frequency. The transition from 2-D to 3-D, although necessary for extending the scope of
application of our modeling tool, has been accompanied with a surge in the computational
burden. Due to the concomitant need for a high cross-sectional and longitudinal mesh density
in the conductors, and due to the large air mesh, even the simulation of a pure academic
test-case (consisting in a couple of 2-turns and 7-cm diameter planar windings) has led to
an unpracticable computational burden corresponding to more than 600 000 DoF and 500
seconds of CPU time, while presenting a relative error up to 40 % on the windings parameters.

Contribution 2

Regarding the promising results of the 2-D finite-element model based on a best-practice
mesh, an original approach for the optimization of the 2-D meshing of round
conductors submitted to eddy-current effects has been proposed. By comparing the
assumed shape of the interpolated current density on the mesh with its assumed analytical
evolution with respect to the skin effect occurrence, the optimal radial distribution of the
elements layers in the conductors has been addressed via an equivalent 1-D fitting problem.
For avoiding the large CPU time associated with the rigorous numerical resolution of the latter
problem, a heuristic approach has been proposed. Implemented on our experimental test-case,
the proposed meshing method has produced a significant computational gain with a number
of DoF divided by four and a CPU time divided by more than three in comparison with the
conventional best-practice mesh, without any loss in accuracy. In absolute terms, the CPU
time associated with the simulation of a practical test-case falls around 1 second (including
the mesh optimization, the meshing and the finite-element resolution), which enables the
integration of such a model in an optimal design procedure.

Perspective An interesting perspective for further development of this optimal meshing
strategy would be to approach the 1-D fitting problem via the Galerkin’s method for a better
matching with the finite-element numerical resolution scheme.

Contribution 3

As a possible alternative to the unpracticable 3-D finite-element method, the potential
of the 3-D generalized partial element equivalent circuit (PEEC) method has
been evaluated for the modeling of RIPT windings. The generalized PEEC method
does not require the meshing of the air and presents natural circuit coupling possibilities,
so that it appears as an elegant and interesting alternative to the finite-element method in
the context of RIPT. Benefiting from our collaboration with the G2ELab from Grenoble
(which develops the generalized PEEC method in the framework of the MIPSE project),
we were granted an experimental version (dating from the end of 2016) of the method for
magnetodynamics. Despite a drastic decrease in the number of numerical unknowns, the
contemporary burden of the numerical treatment of its integral formulation (which is since
then, and still is currently, under improvement investigations at the G2ELab) balances the
apparent advantages of the PEEC method, especially regarding the precision on the windings
resistance. Nevertheless, according to our different tests on academic examples, the PEEC
method seems to seize the correct order of magnitude for the parameters of the coils more
efficiently (on a computational point of view) than the 3-D finite-element method, with a
better (but still insufficient) accuracy corresponding to a 20 % relative error on the windings
resistance. The determination of the inductive parameters is however remarkably efficient,
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by providing more accurate results than the 3-D finite-element method on the same test-case
with a number of DoF divided by 150 000 and a CPU time divided by 15.

Perspective As a perspective, the realization of new numerical tests using the updated
version of the generalized PEEC method (and particularly of the auxiliary numerical tool-
boxes embedded in the MIPSE project) is proposed. Also, the combination of the generalized
PEEC formulation with surface impedance boundary conditions would allow to represent the
windings using only tubular meshes corresponding to the conductors skin, with an expected
drastic reduction in the computational burden.

Contribution 4

For decreasing the computational burden associated with the 3-D model, an original a – v
magnetodynamic finite-element formulation for implementing a strong coupling
of conductors modeled via 3-D surface impedance boundary conditions (SIBCs)
with an external circuit has been proposed. Such a technique permits to avoid the
conductors volume mesh by removing the conducting domains from the modeling problem,
while still embedding the eddy-current effects and the circuit relations in the model. This
original method has been validated experimentally by estimating the equivalent parameters
of the windings from our experimental test-case with a high accuracy (less than 2 % on the
resistance and less than 4 % on the self-inductance). Keeping in mind that this experimental
test-case is complex in front of the academic test-cases addressed with the classic finite-
element formulation, the improvements in accuracy and in the computational performances
(370 000 DoF and 120 seconds of CPU time) is clearly demonstrated. Moreover, the effec-
tiveness of the circuit coupling has been demonstrated by observing the complex frequency
splitting phenomenon using the proposed formulation.

Perspective As a perspective, the extension of the proposed formulation to more complex
conductors shapes via the consideration of higher-order SIBCs is envisioned.

Contribution 5

In this process leading to exploitable electromagnetic models for the windings involved in
RIPT, an experimental validation of the proposed numerical methods has been
pursued. A comparison with the most accurate analytical formulae available in the current
literature has also been presented.

Contribution 6

The integrality of the electromagnetic models developed in this thesis have been
gathered in a fully parametrized virtual laboratory. Such an approach required to em-
ploy software tools and to develop computer codes enabling adaptability and automatization
properties. Destined to be used for the quick, flexible and accurate windings characterization,
the proposed tool is particularly well-adapted to an integration in any optimization process.

Perspective As a perspective, the scope of application of the virtual laboratory can be
improved by the inclusion of ferrite couplers (provided that an accurate model of ferrite
losses in the targeted frequency range is available), and by the support of Litz wire via the
integration of corresponding finite-element formulations (e.g. homogenized formulations).
The library of geometrical models can also be extended (notably in 3-D).
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Second objective

The second objective of this thesis aimed at elaborating an optimal control strategy for
ensuring a maximum coil-to-coil efficiency despite deviations in the circuit parameters or
non-optimal operation conditions. Deviations in the circuit parameters or in the operating
conditions have a strong impact on the power efficiency of WPT system. An adequate
command is therefore mandatory for practicable domestic and industrial WPT applications,
which are subject to windings misalignment and components deterioration.

Contribution 1

In this context, an original optimal command strategy for bidirectional series-series
compensated WPT systems has been proposed. Based on a resonant dual active bridge
(RDAB) topology, the proposed methodology considers proceeding to non-synchronous active
rectification for simultaneously and independently controlling the active and the reactive
power flows in order to achieve the maximum efficiency despite deviations in the circuit
parameters and/or detuning of the LC-circuits. As the proposed methodology is based on
a first harmonic analysis (FHA), the beneficial impacts of the methodology have first been
illustrated and interpreted in the frequency domain by considering an electric vehicle (EV)
test-case. According to the latter study, the proposed system can produce a rated power at the
maximum efficiency physically achievable by the transmission windings despite any deviations
in the mutual inductance or in the secondary capacitance. The case of a secondary devoid of
any resonant capacitor has been also successfully supported by the proposed method. Finally,
the time-domain simulation of the power converters controlled according to the proposed
command has demonstrated the relevance of the FHA-based methodology despite the enriched
harmonic content of the actual converters voltages. Nevertheless, controllability restrictions
in case of severe deviations of the secondary capacitance have been raised and associated
with the limited AC-side voltage range of the active rectifier.

Perspective As the command presented here has been developed and implemented in
open-loop, the establishment of an equivalent closed-loop control scheme is envisioned as an
interesting perspective for this contribution.

Contribution 2

For boosting the voltage range of the active rectifier and alleviate the control-
lability restrictions of the proposed method, the Z-source converter has been
investigated and compared to a more conventional solution consisting in adding
a DC-DC conversion stage (i.e. a two-quadrant chopper) to the system. Via time-
domain simulations, both solutions have demonstrated their equivalent ability to extend the
controllability range of the proposed command. To our knowledge, using a Z-source active
rectifier had not been proposed before in the framework of WPT. Holistically, in compari-
son with the cascading of a two-quadrant chopper with a full-bridge converter, the Z-source
converter is more interesting as it achieves the combined rectifying and DC-DC conversion
functions in a single power stage. Although requiring more passive components, it is also
more reliable, as it requires one less active switch component and is intrinsically immune to
eventual leg short-circuits. Nevertheless, for achieving a given AC voltage, the Z-source-based
solution produces a higher DC-link voltage and requires the switches to withstand a higher
voltage. Moreover, a dimensionless analysis has been realized for comparing the losses asso-
ciated with each solution, as a best-effort approach regarding the high-level of this holistic
study. Although needing to be nuanced by more concrete and quantitative investigations, it
demonstrates that (with the proposed shoot-through strategy) the Z-source-based solution is

176



mainly interesting for slight extensions of the voltage range, for which its lower conduction
losses could balance its higher switching losses. For high extensions of the voltage range,
the conventional solution is however recommended, due to higher conduction and switching
losses impacting the Z-source converters.

Perspective As an interesting and mandatory perspective, a quantitative and absolute
comparison of both solutions should be conducted with respect to their operation range and
their respective losses, based on a substantive converters design and on concrete specifications
for the associated semiconductors components.

Contribution 3

For extending the range of applicability of the proposed methodology, the optimal com-
mand strategy has been generalized to parallel-parallel, series-parallel and parallel-
series compensated bidirectional WPT systems. By employing cleverly circuit theory
principles, common formalism and procedure have been maintained for all the compensation
topologies, leading to an harmonization of the proposed methodology.

Perspective The proposed generalized methodology has demonstrated its theoretical abil-
ity to operate optimally the system even with a secondary devoid of resonant capacitor, and
this regardless of the primary compensation scheme. In this context, the secondary side is
not characterized by any self-resonant frequency or any compensation scheme (as it is limited
to the sole winding, connected to the active rectifier). Therefore, such a generalization of the
method paves the way to the realization of a universal WPT receiver, virtually adapted to
any operating frequency and to any compensation scheme presented by the transmitter.

Contribution 4

In order to validate experimentally the general methodology proposed in this the-
sis, a successful low-power 20-W experimental proof-of-concept has been realized
in laboratory, based on the implementation of the proposed optimal command on a series-
series topology, and on windings designed using our virtual laboratory. The time-domain
simulations have been corroborated by experimental measurements. The experimental sys-
tem has demonstrated its ability to optimize the active power flow (with respect to the mutual
inductance value) by operating at the maximum coil-to-coil efficiency while furnishing the
rated power to the active rectifier for different positions of the windings. Also, it has evinced
its capacity to optimize the reactive power flow by emulating an entire capacitive function
in a secondary devoid of resonant capacitor. As the system has been commanded in open-
loop using the windings parameters determined via our virtual laboratory, the concordance
between simulated and experimental results demonstrates anew its accuracy.

Perspectives The experimental validation of the optimal command methodology for parallel-
parallel, series-parallel and parallel-series topologies is envisioned. As an experimental and
general perspective, one proposes to benefit from the tools and the strategies elaborated and
discussed in the framework of this thesis for driving the development of a high-power experi-
mental prototype, based on concrete specifications. The conception of such prototype would
require optimizing the design of the converters, by assessing precisely the losses and the in-
fluence of the proposed command methodology on the latter. As a matter of fact, the active
rectification as well as the extension of the voltage range of the converters are in practice
producing additional losses which must be compared with the efficiency gain provided by the
holistic strategy developed here. In other words, the aim would consist in maximizing no
longer the local coil-to-coil efficiency, but the global source-to-load efficiency of the system.
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APPENDIX

B

OPTIMIZATION OF THE POWER EFFICEINCY WITH RESPECT
TO THE APPARENT LOAD RESISTANCE AND REACTANCE

The power efficiency of a series-series resonant WPT system can be expressed as

η(RL, XL) =
RL

Rp
(Rs+RL)2+(Xs+XL)2

ω2M2 +Rs +RL
(6.10)

and the control strategy proposed in Section 6.2 requires to determine the couple (RoptL , Xopt
L )

maximizing the efficiency. This couple of values verifies that

∂η

∂RL
(RoptL , Xopt

L ) = 0 and
∂η

∂XL
(RoptL , Xopt

L ) = 0

In accordance with the procedure for the optimization of a two-variable function, let first
determine the optimal value for one of the two parameters, i.e. the optimal reactance Xopt

L .
One has

∂η

∂XL
(RL, XL) =

−RL(
Rp

(Rs+RL)2+(Xs+XL)2

ω2M2 +Rs +RL

)2

2Rp(Xs +XL)

ω2M2
(B.1)

and one can observe that the reactance Xopt
L cancelling expression (B.1) is independent from

the resistance RL and given by

Xopt
L = −Xs (B.2)

The optimal resistance is finally determined by cancelling the efficiency partial differential
with respect to the resistance, when XL = Xopt

L . One has

∂η

∂RL
(RL, X

opt
L ) =

Rp
(Rs+RL)2

ω2M2 +Rs +RL −RL
(

2Rp(Rs+RL)
ω2M2 + 1

)
(
Rp

(Rs+RL)2

ω2M2 +Rs +RL

)2 (B.3)

=

Rp(R2
s−R2

L)

ω2M2 +Rs(
Rp

(Rs+RL)2

ω2M2 +Rs +RL

)2 (B.4)

and the optimal resistance RoptL cancelling expression (B.4) is given by

RoptL =

√
ω2M2Rs
Rp

+R2
s = Rs

√
1 +

ω2M2

RpRs
(B.5)
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APPENDIX

C

EXTENSIONS OF THE PROPOSED OPTIMAL COMMAND
METHODOLOGY TO SERIES-PARALLEL AND

PARALLEL-SERIES TOPOLOGIES

C.1 Series-parallel resonant dual active bridge

As announced in the Chapter 8, the proposed methodology is extended to systems presenting
a series-parallel compensation scheme. The topology of the corresponding conversion chain
is presented in Figure C.1.

Figure C.1: Proposed series-parallel resonant WPT topology

C.1.1 Equivalent model of the converters

As mentioned previously, the voltage-source converter are controlled via an SVC-based com-
mand for producing AC voltage vp and vo which are controllable in both module and phase.
These converter are therefore assimilable to AC voltage source Vp and Vo, respectively. On
the secondary side, the voltage source Vo and its series filtering inductance Lo are replaced
by an equivalent current source in parallel with the same inductance, thanks to the Thevenin-
Norton equivalence. One has

INo =
Vo

jωLo
(C.1)

C.1.2 Equivalent model for the coupled windings

As for the method extension to parallel-parallel compensated systems, the circuit equations
are alleviated and formatted analogously to the original series-series case by transforming
the equivalent model for the coupled windings. For suiting the series compensation on the
primary side and the parallel compensation on the secondary side, the conventional mutual
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inductance model is converted in an equivalent circuit presenting a resistance in series with
an inductance and an electromotive force on the primary side (qualified earlier as impedance-
based) and a resistance in parallel with an inductance and a magnetomotive force on the
secondary side (qualified earlier as admittance-based).

(a) (b)

Figure C.2: (a) Impedance- and (b) mixed impedance/admittance-based model
for the coupled windings

Once again, for doing so in a simple way, the mutual inductance model can be seen as a
two-port network described by its impedance matrix Z, expression the mathematical relation
between each side voltage with respect to each side current. One has[

Vp

Vs

]
= Z

[
Ip
Is

]
with Z =

[
Rp + jωLp jωM
jωM Rs + jωLs

]
(8.2)

In addition to the impedance and admittance matrices, the same two-port network can be
described by an hybrid matrix H, expressing the link between the primary current and the
secondary current with respect to the secondary voltage and the primary current, i.e.[

Vp

Is

]
= H

[
Ip
Vs

]
with H =

[
(Rp+jωLp)(Rs+jωLs)+ω2M2

Rs+jωLs
jωM

Rs+jωLs

− jωM
Rs+jωLs

1
Rs+jωLs

]
(C.2)

The latter system of equations can rewritten as

Vp = (RHp + jXH
p )Ip + KvVs (C.3)

Is = (GHs + jBH
s )Vs + KiIp (C.4)

where Rp is an equivalent primary resistance, XH
p is an equivalent primary reactance, Kv

is an adimensional ratio between the primary and secondary voltages, GHs is an equivalent
secondary conductance, BH

s is an equivalent secondary susceptance and Ki is an adimensional
ratio between the primary and secondary currents, with

RHp = Re

(
(Rp + jωLp)(Rs + jωLs) + ω2M2

Rs + jωLs

)
XH
p = Im

(
(Rp + jωLp)(Rs + jωLs) + ω2M2

Rs + jωLs

)
GHs = Re

(
1

Rs + jωLs

)
BH
s = Im

(
1

Rs + jωLs

)
Kv =

jωM

Rs + jωLs
Ki = − jωM

Rs + jωLs

The analytical development of the expression for XH
p and BH

s demonstrates that the former
is always positive and the latter is always negative, corresponding logically to inductive
behaviours. As a consequence, in the equivalent circuit, the reactance Xp and the susceptance
BH
s can be respectively replaced by the inductance LpH and LHs , given by

LHp =
Xp

ω
LHs = − 1

ωBs
(C.5)

According to the interpretation of this mathematical model, the resultant impedance/admittance-
based equivalent circuit for the coupled windings is represented in Figure C.2b.
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C.1.3 Equivalent circuit of the complete system

By combining the primary converter equivalent voltage source and the secondary converter
Norton equivalent circuit with the hybrid circuit model for the coupled windings, the equiv-
alent circuit for the first-harmonic analysis of a SP-RDAB system is shown in Figure C.3.

Figure C.3: Equivalent impedance/admittance-based circuit for the first-harmonic analysis

Before addressing the optimal conditions for operating the latter, the primary current and
the secondary voltage are solved. By applying the Kirchhoff’s current and voltage laws, one
has

Vp = ZpIp + KvVs (C.6)

INo = YsVs + KiIp (C.7)

with the primary circuit impedance Zp and the secondary circuit admittance Ys defined as

Zp = RHp + jωLHp + 1/jωCp (C.8)

Ys = GHs + jωCs + 1/jωLHs + 1/jωLo (C.9)

By observing equations (C.6) and (C.7), one can notice the intended analogy between this
hybrid formalism and the previous impedance- or admittance-based formalisms. By solving
equations (C.6) and (C.7), the expressions for the primary current and the secondary voltage
are obtained with

Ip =
YsVp −KiI

N
o

ZpYs −KvKi

(C.10) Vs =
ZpI

N
o −KvVp

ZpYs −KvKi

(C.11)

The aforementioned analogy allows once again the analogous adaptation of the methodology
presented for series-series and parallel-parallel topologies to series-parallel topologies.

C.1.4 Power efficiency and optimal load admittance

For analyzing the power efficiency of this third topology, secondary current source INo can
be replaced by an equivalent load admittance YL = GL + jBL. The power efficiency can be
expressed as

η =
GLV

2
s

RHp I
2
p +GHs V

2
s +GLV 2

s

(C.12)

where, as a reminder, Ip and Vs are the RMS values of the primary current and of the
secondary voltage, respectively. For developing the expression of the power efficiency, the
values Ip and Vs can be related by applying the Kirchhoff’s current low on the secondary
circuit. One has

KiIp = −(GHs + jωCs +
1

jωLHs
+

1

jωLo︸ ︷︷ ︸
jBtots

+GL + jBH)Vs

= −(GHs +GL + jBtots + jBL)Vs (C.13)
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so that the RMS value of the primary voltage Vp can be expressed as

Ip =

√
(GHs +GL)2 + (Btots +BL)2

Ki
Vs (C.14)

By introducting (C.14) in the expression (C.12), the efficiency becomes

η =
GL

RHp

√
(GYs +GL)2+(Btots+BL)2

K2
i

+GHs +GL

(C.15)

For taking full advantage of a given transmission circuit, the transfer efficiency can therefore
be maximized by imposing the optimal load conductance GoptL and susceptance Bopt

L so that

∂η

∂GL
(GoptL , Bopt

L ) = 0 and
∂η

∂BL
(GoptL , Bopt

L ) = 0 (C.16)

Since this problem demonstrates a perfect analogy with the equivalent problem for the series-
series and the parallel-parallel compensated systems (see equations (6.10)), their solutions
are also analogous and one has

GoptL = GHs

√
1 +

K2
i

RHp G
H
s

(C.17) Bopt
L = −Btots =

1

ωLHs
+

1

ωLo
− ωCs (C.18)

As for the parallel-parallel compensated system, one can observe that the optimal load sus-
ceptance Bopt

L is different from zero when the secondary LC oscillator is tuned in accordance

with the conventional practice (i.e., when ω = 1/
√
LHs Cs).

Ensuring GL = GoptL and BL = Bopt
L guarantees to operate the system at its maximum

physically achievable efficiency ηmax, which is imposed by the design of the LC circuits only
and given by

ηmax =
K2
i

RHp G
H
s

(
1 +

√
1 +

K2
i

RHp G
H
s

)2 (C.19)

C.1.5 Methodology for the system optimal command

The methodology consists in determining the source currents Vp and INo ensuring simultane-
ously the maximization of the power efficiency and the setting of the output power.

Maximization of the power efficiency

According to the developments above, the system achieves its maximum physical efficiency
when the equivalent conductance and susceptance seen from the secondary oscillator terminals
are respectively equal to GoptL and to Bopt

L . Therefore, the mathematical condition for the
system to achieve the maximum efficiency is written as

INo = −(GoptL + jBopt
L )Vs (C.20)

By eliminating the secondary voltage using (C.11) in (C.20), the condition becomes

−Kv(G
opt
L + jBopt

L )Vp + (ZpYs −KvKi +GoptL Zp + jBopt
L Zp)I

N
o = 0 (C.21)

which is the first equation linking the complex unknowns Vp and INo . However, the definition
of another equation is mandatory for creating a solvable system of complex equations allowing
to determine these unknowns. As for the series-series compensated system, this additional
equation is associated with the setting of the required output power.
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Setting of the output power

Achieve a reference output power Pref to the load is accomplished by setting adequately the
module of the secondary voltage. Assuming that condition (C.21) is achieved, the real part
of the equivalent load admittance is equal to GoptL so that a power Pref is transmitted to the
load when

Vs =

√
Pref

GoptL

(C.22)

The secondary voltage Vs is chosen as a phase reference and the complex condition for
producing a reference output power Pref becomes

Vs =

√
Pref

GoptL

(C.23)

Using (8.11) and (8.23), this condition is expressed in terms of currents Vp and INo as

−KvVp + ZpI
N
o = (ZpYs −KvKi)

√
Pref

GoptL

(C.24)

which is a second equation linking the pursued currents. Finally, the desired operating point
is reached by imposing the current Vp and INo solving equations (C.21) and (C.24).

C.2 Parallel-series resonant dual active bridge

Finally, the proposed methodology is extended to systems presenting a parallel-series com-
pensation scheme. The topology of the corresponding conversion chain is presented in Figure
C.4.

Figure C.4: Proposed parallel-series resonant WPT topology

C.2.1 Equivalent model of the converters

As mentioned previously, the voltage-source converter are controlled via an SVC-based com-
mand for producing AC voltage vi and vs which are controllable in both module and phase.
These converter are therefore assimilable to AC voltage source Vi and Vs, respectively. On
the primary side, the voltage source Vi and its series filtering inductance Li are replaced by
an equivalent current source in parallel with the same inductance, thanks to the Thevenin-
Norton equivalence. One has

INi =
Vi

jωLi
(C.25)
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C.2.2 Equivalent model for the coupled windings

As for the method previous extensions, the circuit equations are alleviated and formatted
analogously to the original series-series case by transforming the equivalent model for the
coupled windings. For suiting the parallel compensation on the primary side and the series
compensation on the secondary side, the conventional mutual inductance model is converted
in an equivalent circuit presenting a resistance in parallel with an inductance and a magne-
tomotive force on the secondary side (qualified earlier as admittance-based) and a resistance
in series with an inductance and an electromotive force on the primary side (qualified earlier
as impedance-based).

The two-port network constituted by the mutual inductance model of the coupled windings
can be described by a similar hybrid matrix H to the series-parallel case, where the role of
the primary and of the secondary windings have been interchanged. The coupled windings
can be therefore described by the equations

Ip = (GHp + jBH
p )Vp + KiIs (C.26)

Vs = (RHs + jXH
s )Is + KvVp (C.27)

where GHp is an equivalent primary conductance, BH
p is an equivalent primary susceptance,

Kv is an adimensional ratio between the primary and secondary voltages, RHs is an equivalent
secondary conductance, XH

s is an equivalent secondary reactance and Ki is an adimensional
ratio between the primary and secondary currents, with

GHp = Re

(
1

Rp + jωLp

)
BH
p = Im

(
1

Rp + jωLp

)
RHs = Re

(
(Rp + jωLp)(Rs + jωLs) + ω2M2

Rp + jωLp

)
XH
s = Im

(
(Rp + jωLp)(Rs + jωLs) + ω2M2

Rp + jωLp

)
Kv =

jωM

Rp + jωLp
Ki = − jωM

Rp + jωLp

The analytical development of the expression for BH
p and XH

s demonstrates that the former
is always negative and the latter is always positive, corresponding logically to inductive
behaviours. As a consequence, in the equivalent circuit, the susceptance BH

p and the reactance

XH
s can be respectively replaced by the inductance LHp and LHs , given by

LHp = − 1

ωBH
p

LHs =
XH
s

ω
(C.28)

C.2.3 Equivalent circuit of the complete system

By combining the primary converter Norton equivalent circuit and the secondary converter
equivalent voltage source with the hybrid circuit model for the coupled windings, the equiv-
alent circuit for the first-harmonic analysis of a PS-RDAB system is shown in Figure C.5.
Before addressing the optimal conditions for operating the latter, the primary current and
the secondary voltage are solved. By applying the Kirchhoff’s current and voltage laws, one
has

INi = YpVp + KiIs (C.29)

Vs = ZsIs + KvVp (C.30)
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Figure C.5: Equivalent admittance/impedance-based circuit for the first-harmonic analysis

with the primary circuit admittance Yp and the secondary circuit impedance Zs defined as

Yp = GHp + jωCp + 1/jωLHp + 1/jωLo (C.31)

Zs = RHs + jωLHs + 1/jωCs (C.32)

By observing equations (C.29) and (C.30), one can notice the intended analogy between this
hybrid formalism and the previous impedance- or admittance-based formalisms. By solving
equations (C.29) and (C.30), the expressions for the primary voltage and the secondary
current are obtained with

Vp =
ZsI

N
i −KvVs

YpZs −KvKi

(C.33) Is =
YpVp −KiI

N
i

YpZs −KvKi

(C.34)

The aforementioned analogy allows once again the analogous adaptation of the methodol-
ogy presented for series-series, parallel-parallel and series-parallel topologies to parallel-series
topologies.

C.2.4 Power efficiency and optimal load impedance

For analyzing the efficiency, the secondary voltage source Vs is replaced by an equivalent load
impedance ZL = RL + jXL. The power efficiency can be expressed as

η =
RLI

2
s

GHp V
2
p +RHs I

2
s +RLI2

s

(C.35)

where Vp and Is are the RMS values of the primary voltage and of the secondary current,
respectively. The values Vp and Is can be related by applying the Kirchhoff’s voltage law to
the secondary circuit mesh. One has

KvVp = −(RHs + jωLHs +
1

jωCs︸ ︷︷ ︸
jXs

+RL + jXL) Is = −(RHs +RL + jXs + jXL) Is

so that the RMS value of the primary current Ip can be expressed as

Vp =

√
(RHs +RL)2 + (Xs +XL)2

Kv
Is (C.36)

By introducing the relation (C.36) in the expression (C.35), the efficiency becomes

η(RL, XL) =
RL

GHp
(RHs +RL)2+(Xs+XL)2

ω2M2 +RHs +RL
(C.37)

For taking full advantage of a given transmission circuit, the transfer efficiency can therefore
be maximized by imposing the optimal load resistance RoptL and reactance Xopt

L so that

∂η

∂RL
(RoptL , Xopt

L ) = 0 and
∂η

∂XL
(RoptL , Xopt

L ) = 0 (C.38)
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Since this problem demonstrates a perfect analogy with the equivalent problem for the other
topologies, their solutions are also analogous and one has

RoptL = RHs

√
1 +

K2
v

GHp R
H
s

(C.39) Xopt
L = −Xs =

1

ωCs
− ωLHs (C.40)

One can notice that the optimal load reactance Xopt
L is null when the secondary LC oscillator

is correctly tuned (i.e., when ω = 1/
√
LHs Cs), whereas it ensures the cancellation of the

residual reactance in the secondary circuit in the case of a mistuned secondary oscillator.

Ensuring RL = RoptL and XL = Xopt
L guarantees to operate the system at its maximum

intrinsically (or physically) achievable efficiency ηmax, which is imposed by the design of the
LC circuits only and given by

ηmax =
K2
v

GHp R
H
s

(
1 +

√
1 + K2

v

GHp R
H
s

)2 (C.41)

C.2.5 Methodology for the system optimal command

The methodology consists in determining the source current INi and voltage Vs ensuring
simultaneously the maximization of the power efficiency and the setting of the output power.

Maximization of the power efficiency

According to the developments above, the system achieves its maximum intrinsic efficiency
when the equivalent resistance and reactance seen from the secondary oscillator terminal are
respectively equal to RoptL and to Xopt

L . Therefore, the mathematical condition for the system
to achieve the maximum efficiency is written as

Vs = −(RoptL + jXopt
L )Is (C.42)

By eliminating the secondary current using (C.30) in (C.42), the condition becomes

−Kv(R
opt
L + jXopt

L )INi + (YpZs + KvKi +RoptL Yp + jXopt
L Yp)Vs = 0 (C.43)

which is a first equation linking the complex unknowns INi and Vs. The definition of another
equation is mandatory for creating a solvable system of complex equations. This additional
equation is associated with the setting of the required active output power.

Setting of the required output power

Achieving a reference power Pref to the load is accomplished by setting adequately the module
of the secondary current. Indeed, assuming that condition (C.43) is achieved, the real part
of the load impedance is equal to RoptL so that a power Preq is transmitted to the load when

Is =

√
Pref

RoptL

(C.44)

The secondary current Is is chosen here as a phase reference and the complex condition for
achieving an output power Pref becomes

Is =

√
Pref

RoptL

(C.45)
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Using (C.34) and (C.45), this condition is expressed in terms of current INi and voltage Vs as

−KvI
N
i + YpVs = (YpZs + KvKi)

√
Pref

RoptL

(C.46)

which is a second equation linking the voltages. Finally, the desired operating point is reached
by imposing the voltages INi and Vs solving simultaneously equations (C.43) and (C.46).
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